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Verifying a concurrent, crash-safe file system
with sequential reasoning

by
Tej Chajed

Submitted to the Department of Electrical Engineering and Computer Science
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requirements for the degree of
Doctor of Philosophy

Abstract

Critical systems software such as the file system is challenging to make correct due to the com-
bination of concurrency in the implementation for good performance and the requirement to
preserve data even on crash, where the whole computer stops and reboots unexpectedly. To
build reliable systems, this thesis extends formal verification — proving that a system always
meets a mathematical specification of its behavior — to reason about the concurrency and crash
safety.

The thesis applies the new verification techniques to the verification of DaisyNFS, a new
concurrent file system. The file system is an important service of an operating system, because
nearly all persistent data is ultimately stored in a file system and bugs can lead to permanent
data loss in any application running on top. Another contribution of the thesis is a system design
and verification techniques to scale verification to a system of the size and complexity of a file
system. In particular, the file system is designed around a transaction system that addresses
the core challenges of crashes and concurrency, so that the rest of the code can be verified with
comparatively simpler sequential reasoning.

An evaluation of proof overhead finds that verification required 2× as many lines of proof
as code for the sequential reasoning, compared to 20× for the crash safety and concurrency
proofs. A performance evaluation finds that DaisyNFS achieves good performance compared to
Linux NFS exporting ext4 over a range of benchmarks: at least 60% the throughput even on the
most challenging concurrent benchmarks, and 90% on other workloads.

Thesis Supervisor: M. Frans Kaashoek
Title: Charles Piper Professor of Electrical Engineering and Computer Science
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Title: Professor of Electrical Engineering and Computer Science
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Chapter 1

Introduction

A promising approach for improving reliability of software is formal verification, in which a

system is developed along with a proof that it always follows a high-level specification of its

intended behavior. The first contribution of this thesis is to develop ideas and techniques for

formal verification of a class of systems that store persistent data. The key challenges in such sys-

tems are that they make guarantees about crashes where the whole computer stops and reboots,

and that their implementations take advantage of concurrency for good performance.

The thesis applies these verification techniques to a file system, the service in an operating

system that implements the abstraction of files and directories. File systems are important be-

cause they are used by all applications to store data, and bugs in file systems are especially costly

because they can lead to data loss for any of these applications. This thesis also contributes a

design and approach that isolate crash and concurrency reasoning to a transaction system, so

that the majority of the file system is verified with much simpler sequential reasoning.

1.1 Motivation

Systems that store persistent data are challenging to make correct; concurrency on its own is

hard to reason about, and the possibility of a crash at any time makes it more difficult. File sys-

tems are a good instance of such a system where handling concurrency and crashes is important

for correctness.

A file system is an especially critical system for three reasons. First, the file system is at

a “narrow waist” in the overall software stack — essentially all applications have data that is

ultimately stored in a file system. Second, implementations are concurrent and optimized to

improve performance, which increases the potential for bugs. Finally, bugs are particularly

costly since they can lead to permanent data loss for any application running on top.

Crashes and concurrency are the key challenges in writing a correct file system. A file system
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Chapter 1. Introduction

is generally expected to keep application data safe even if the system stops running at any time,

say due to a power failure or kernel panic. This thesis uses “crash” to refer to any of these

circumstances where the computer stops and is rebooted. After a reboot, the file system is

expected to preserve data from before the crash. The second big challenge is concurrency in the

implementation. Both challenges complicate testing, fuzzing, and verification. The combination

of concurrency and crashes can also lead to more intricate and hard-to-find bugs.

Even in widely used file systems like ext4 and btrfs, new bugs are still discovered, despite a

long history of developing, testing, and using these file systems. For example, a recent approach

for fuzzing file systems [52] found new crash-safety issues in both ext4 and btrfs, despite not

testing for concurrency issues. A study conducted in 2013 looked at all patches for Linux file

systems from 2005–2013 [65], finding hundreds of these patches were to fix bugs (for example,

450 for ext4 and 358 for btrfs). About 60% of these bugs lead to data loss or crash the kernel

(and as the study points out, these are much more serious consequences than most bugs in

application software). File systems have a lot of internal concurrency for performance reasons,

which both leads to bugs and makes testing and fuzzing more challenging.

This thesis develops techniques to apply formal verification to a file system, which has the

potential to completely eliminate whole classes of bugs. In this approach, we write the code,

then a specification of the intended behavior of the code, and finally a mathematical proof that

shows the code always meets the specification. For confidence in the proof itself, the proof is

carried out with a computer and a piece of software called a proof assistant checks that the

proof is valid. The nature of formal verification forces the proof engineer to systematically

cover every corner case in the code. As a result, verification can rule out whole classes of

bugs, including low-level bugs like memory safety but also logic errors like returning the wrong

data. Verification does not guarantee that a system is bug-free, because the specification must

be correct and the assumptions in the proof must hold in practice, but it does help since the

specification is intended to be easier to understand than the implementation, and verification

isolates debugging to identifying where the specification is wrong or an assumption was violated.

1.2 State of the art

While the idea of formal verification is not new, there was essentially no support for reasoning

about the combination of crashes and concurrency when this thesis work started (in 2015).

Thus this thesis develops new techniques to reason about the combination in the first place.

We apply these techniques to DaisyNFS, a verified implementation of the Network File System

(NFS) protocol, a standard file-system interface.

Production file systems are generally validated by testing. While testing is indispensable

for development, the nature of a file system makes it difficult to catch all bugs with only test-
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ing. The fundamental difficulty is a high degree of non-determinism from two sources: crashes

in the middle of execution, and concurrency in the implementation that is needed for good

performance. This leads to many possible execution paths, which are difficult to exhaustively

test.

The importance of file-system correctness has been recognized by the academic community,

thus there are many approaches for increasing confidence with improved testing. One line of

work has explored systematically testing crashes at intermediate points [69, 75, 97]. Another

line of work has focused on fuzz testing as a way to induce crash-safety bugs [52, 96]. These

approaches have been successful for finding bugs, including crash-safety bugs, but they only test

sequential executions, missing bugs due to concurrently issued operations or from crashes that

interrupt multiple operations. Furthermore, unlike formal verification, testing cannot cover all

executions of a program, even without crashes and concurrency, potentially missing bugs.

The research community has also recognized the value of formal verification for reasoning

about a file-system implementation. The closest related work (carried out concurrently with the

work in this thesis) is Flashix [4], a verified, concurrent file system that runs on flash devices.

The methodology used in the proof is different from the Perennial logic we developed, as is the

Flashix artifact from the DaisyNFS file system described in this thesis. See section 2.6 for a more

detailed explanation.

There are other verified file systems, especially the sequential file systems FSCQ [17] and

Yggdrasil [86] and an concurrent but in-memory file system AtomFS [98]. These systems use

verification techniques that do not support both crashes and concurrency, and they cannot be

extended them in a straightforward way to support the other form of reasoning.

1.3 Approach

What does it mean to give a machine checked, formal proof of a system? At a high level, program

proofs always have three components: an implementation, a specification, and a proof. When

doing machine-checked proofs, all three are physically represented as code in a verification

system. The verification system checks the proof against the implementation and specification,

ensuring that the proof is complete. This thesis integrates interactive, foundational proofs using

custom infrastructure (in Coq [92]) as well as automated verification using a verification-aware

programming language (Dafny [61]). These are both machine-checked, formal proofs, but the

interaction models of the two systems are different enough that this section describes them

separately. Figure 1-1 gives a high-level overview of how the pieces fit together, which this

section introduces bit by bit. The system and proof are divided into two parts: the lower half of

the figure represents GoTxn, a verified transaction system implemented in the Go programming

language [34] (in the lower left of the figure) and verified in Coq (in the lower right), while the
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upper half represents the remaining file-system code implemented and verified in Dafny.

Figure 1-1: Overview of how GoTxn, DaisyNFS, and the proofs fit together.

Goose to model GoTxn in Coq. In Coq, the core feature is proofs based on dependent type

theory, which is expressive enough to represent essentially any math. The first step when using

Coq is to connect the Go code implementing the GoTxn library to the reasoning in the proof

assistant. The particular approach in this thesis translates executable code to a model in Coq,

implemented by a new tool called Goose. The model encodes the assumptions the proof makes

about how the program behaves in the form of a semantics, structured as a transition system.

For GoTxn, this transition system describes its execution as a sequence of states the program

might go through along with return values from the library’s methods.

The Perennial program logic. Once we have GoTxn modeled in Coq, we can reason about

it. The goal of verification is to prove that all possible behaviors of the program are allowed

by its specification. The specifications in this work forbid universally incorrect behavior, like

reading an out-of-bounds address in an array, but also precisely specifies what the program is

supposed to do. GoTxn has a particularly interesting specification that describes how it makes

transactions appear to execute atomically, described in greater detail in chapter 5.

GoTxn has a large implementation, so it would be challenging to a direct proof reasoning

about all of its behaviors. A common structure to tame the complexity of reasoning about a

program is to use a program logic. In principle it might be possible to do this reasoning directly,

but in practice such a proof would too complex to be feasible. The program logic organizes

the proof with a structured way of expressing and proving statements about the program, such
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as breaking the proof down into theorems about individual functions. The proof in a program

logic will often mirror the structure of the code, since each function has its own specification

and groups of related functions have related specs.

Program logics for concurrency are still an active area of research; only recently have they

reached the maturity to give completely mechanized proofs of moderate-sized programs. There

are few logics that also can reason about crash safety. Our approach in this thesis is to build a new

program logic called Perennial with all the concurrency-reasoning features of a modern program

logic, plus new features for reasoning about crashes. In fig. 1-1, Perennial appears in the bottom

of the Coq shaded box, since it is the basis for the GoTxn proofs. Perennial builds upon Iris, a

modular framework for concurrency, preserving its concurrency features while extending it with

crash-safety reasoning.

Verifying GoTxn. Using the new Perennial program logic, we verified GoTxn, a concurrent

transaction system. The transaction system’s correctness theorem says that any program that

uses transactions really has transactional behavior: its execution is equivalent to a version of the

program where the transactions run atomically. The complete specification includes some im-

portant details in order to formalize the intuition behind atomicity. GoTxn is a general-purpose

library for transactions, and could be used independently for another storage system.

Because every transaction appears to run sequentially and persist its writes to disk all at

once, it is no longer necessary to use a sophisticated program logic like Perennial to reason

about the body of each transaction. Instead, we switch to using Dafny, a verification-oriented

programming language that only supports sequential code but as a result is highly productive

for this use case. The file system is written and verified in Dafny, then compiled to Go and linked

with GoTxn.

Implementing and verifying DaisyNFS in Dafny. The top half of fig. 1-1 depicts the imple-

mentation and proof for the DaisyNFS file-system code, implemented on top of GoTxn in the

Dafny programming language. Dafny verification works quite differently from Coq. Dafny is a

programming language with verification features; contrast this with Coq, which supports gen-

eral math that can model programs. A Dafny method can be annotated with a specification. The

Dafny checker converts a method and its specification to a logical formula (called a verification

condition), which is true if and only if the specification holds for the method. It then queries

a solver (Z3, in the case of Dafny) to determine if the formula is true. Contrast all of this with

Coq, where the user manually develops the program logic and connects the rules of this logic.

Checking a program against its specification in Dafny cannot be perfectly automated because it

is impossible to answer whether a general logical formula is true or not, but the user can insert

annotations to help out the solver, and generally fewer annotations are needed than lines of
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proof for Coq. The main downside to this approach is that it fixes a sequential programming

language, so unlike in Coq, it isn’t possible to reason about concurrency and crashes.

Linking the code and proofs together. Outside of the Go, Coq, and Dafny boxes in fig. 1-1 are

two outputs, one for the implementation and another for the proof. The left-hand side depicts

the implementation, split between GoTxn and the file-system implemented in Dafny. The Dafny

code is compiled to Go and then the two parts are linked together into one daisy-nfsd binary

in the usual Go build process.

The right-hand side of the figure depicts all aspects related to the proof. The GoTxn proof

is carried out in the Coq proof assistant, which checks that the proofs are valid. Meanwhile the

DaisyNFS file-system code is verified in Dafny, which integrates implementing, specifying, and

verifying code. This proof is checked by the Dafny verifier. Finally, the proof of GoTxn is written

in such a way that it can be composed with the proof of DaisyNFS for a theorem about the whole

daisy-nfsd binary. This is a conceptual composition, not one in either Dafny or Coq, which is

described in greater detail in chapter 6.

One of the contributions of this thesis is that the file-system design isolates concurrency

and crash safety into the transaction system. The rest of the system implements the file-system

logic and data structures. Because each operation is wrapped in a transaction that appears to

run sequentially and without crashes, we use Dafny for this implementation and proof. Intu-

itively what the file-system proof shows is that it correctly implements the NFS protocol: the

daisy-nfsd server binary appears to atomically respond to requests according to (a mathemati-

cal description of) the NFS protocol, despite concurrent requests and even if the system crashes.

In order to connect the file system’s sequential proofs to its concurrent execution, we prove

a general theorem about the transaction system’s implementation. The starting point is the

idea of a simulation proof, which shows that a system like the file-system transactions correctly

implement an abstract specification like the NFS protocol. The GoTxn simulation-transfer the-

orem shows that for any system implemented using transactions with a sequential simulation

proof, the concurrent system running with GoTxn concurrently simulates its abstract specifica-

tion where each operation is atomic. Intuitively this theorem holds because every concurrent

execution of the GoTxn transactions appears to be atomic, and then the sequential simula-

tion proof shows those atomic transactions implement the abstract specification. However, the

GoTxn theorem formalizes precisely what conditions are required for the simulation transfer,

including restrictions on the transactions and exactly what crash safety guarantees are achieved.

Note that the simulation-transfer theorem is a general property of GoTxn that this thesis applies

to DaisyNFS but which could also be applied to other verified storage systems.
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1.4 Contributions

This thesis makes the following contributions:

New verification foundations. Perennial is a program logic for crash safety and concurrency

using specifications based on crash weakest preconditions. These include crash conditions com-

bined with concurrency and reasoning principles for moving ownership to a recovery procedure

following a crash. Logically atomic crash specifications are a pattern using Perennial’s crash

weakest preconditions for specifying libraries that have both concurrent behavior and involve

persistent state. These are implemented using Perennial and used in the GoTxn proof.

Reasoning about storage systems. GoTxn has a new lifting-based specification for its jour-

naling layer to reason about concurrent transactions separately, which is challenging since the

logical disk can change in the middle of a transaction. Its proof uses a novel history-based

abstract state for the write-ahead log. This model allowed us to carry out a modular proof

where the write-ahead logging library hides most of its internal complexity, simplifying rea-

soning about the rest of the GoTxn code that uses it. Finally, GoTxn exports a transaction

refinement specification that captures how transactions appear to run atomically.

Verifying efficient code. Goose connects efficient code implemented in Go to a model of that

code in Perennial. A general contribution here is a design for systems verification that enables

efficient code and convenient reasoning. Goose includes reasoning principles for the models

that it outputs, to support verifying the translated code.

System design. DaisyNFS is verified using sequential code despite having a concurrent imple-

mentation. The formal justification for this approach is a simulation-transfer theorem, proven

on top of GoTxn’s transaction-refinement specification, which shows that sequential reasoning

for each transaction in a system implies correctness for the whole system when run on top of

GoTxn. Sequential reasoning means DaisyNFS can be verified using Dafny, a sequential verifica-

tion language, with much lower proof burden than would otherwise be possible. The specifica-

tion for DaisyNFS uses a mathematical formulation of RFC 1813, the document that (in prose)

specifies what a NFSv3 server should do.

The ideas in Perennial and Goose are applied to GoTxn, but they could be used for reasoning

about other concurrent storage systems. Similarly, this thesis uses GoTxn to build a verified file

system, but it could also be used as the basis for other verified storage systems, like a persistent

key-value store.

The techniques and artifacts in this thesis do have some limitations, described in more detail

in the appropriate chapters. Some examples include: Perennial can reason about safety but not
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liveness (see section 3.7); GoTxn does not support asynchronous durability (see section 5.7);

DaisyNFS lacks support for symbolic links (see section 6.1); and Goose does not support Go’s

channels or interfaces (see section 7.7).

1.5 Reading guide for the thesis

This section briefly outlines the chapters of the thesis, the dependencies between chapters, and

the intended audience. Broadly the thesis is intended for a systems audience, except for the

verification foundations. The support for concurrency makes all of the formal underpinnings in

the thesis more technical than foundations for sequential systems verification.

Chapter 2 covers related work across Perennial, GoTxn, and DaisyNFS, for a broad computer-

science audience. To keep the Goose chapter self-contained, its related work is described in the

relevant chapter.

Chapter 3 is an overview of Perennial. This chapter is oriented towards a reader interested in

the verification underpinnings and not necessarily the systems side. At this level of abstraction

Perennial is independent of both the GoTxn proof and even Goose for verifying Go code. Some

experience with program logics is helpful for understanding the presentation.

Chapter 4 describes a style of logically atomic specifications that capture both concurrency

and crash atomicity using Perennial. It uses an extended example from the GoTxn proof and

explains its formal underpinnings at a high level. This is the most technically involved chapter.

Chapter 5 describes the design and proof of GoTxn. An important part of GoTxn is its

specification, which captures how transactions are atomic. This chapter does not require the

full Perennial or logical atomicity chapters.

Chapter 6 describes the design and proof of DaisyNFS. This chapter explains the proof ap-

proach that justifies using Dafny to verify DaisyNFS even though Dafny is a sequential verifica-

tion tool and DaisyNFS is a concurrent system.

Chapter 7 is about Goose and talks about verifying Go code generally, with nothing specific

to GoTxn or even storage systems. This is the first detailed description of Goose, so this chapter

is written to be readable without any of the other chapters.

Chapter 8 is a short chapter covering some implementation details in DaisyNFS, covering

both GoTxn and the file-system code.

Chapter 9 evaluates the whole file system along a few dimensions, especially performance

but also aspects of the proof.

Chapter 10 concludes with some discussion about the broader value of verification, lessons

learned, and future work.
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Related Work

While verifying programs is an old idea, going back at least to Floyd and Hoare’s work in the

late 1960s [31, 44], prior to this thesis (in 2015) there was almost no work on reasoning about

a program’s execution in the presence of a crash, let alone the combination of concurrency and

crashes. The full pipeline of systems verification is also quite new: connecting the formal rea-

soning to executable programs, writing machine-checked proofs, and scaling up the techniques

to systems with sizable implementations.

The Perennial framework for reasoning about crashes and concurrency draws on two lines

of research: sequential crash safety verification and concurrency verification, described in sec-

tions 2.1 to 2.3. DaisyNFS draws from two other lines of prior work, on verified transactions

and file systems, described in sections 2.4 and 2.5.

The most closely related work is Flashix, another verified concurrent and crash-safe file

system. Section 2.6 compares the two systems’ contributions and results. Finally, section 2.7

discusses some related work on using transactions as part of a file system.

2.1 Foundations for verifying sequential crash safety

There are a variety of foundational tools for reasoning about crash safety, largely for sequential

systems.

FSCQ [16–18] is a sequential file system verified with Crash Hoare Logic (CHL). CHL’s ba-

sic specifications have the form {P} e {Q}{Qc}, extending the Hoare triple {P} e {Q} with a

crash condition Qc that holds at all intermediate points in the function’s execution. Crash con-

ditions handle a core difficulty of crashes, namely reasoning about the state of the system at

all intermediate points. There are two remaining challenges: a crash wipes in-memory state,

and the system might crash again while recovering after a crash. CHL connects the system’s

crash conditions to a specification for recovery to handle these two issues. A crash predicate
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transformation captures what can be assumed when recovery starts, and for crashes during re-

covery CHL requires that recovery be idempotent in the sense that its crash condition implies

its own precondition. CHL was used to specify and verify FSCQ [17] and DFSCQ [18], a more

performant successor.

Yggdrasil [86] takes a different approach to crash safety. The basic definition is crash re-

finement, which says that a system implements an interface correctly, including a specification

for what a crash followed by recovery is allowed to do. Note that unlike CHL this specification

is about a collection of methods implementing an abstract, specification transition system, not

about individual methods. Yggdrasil uses crash refinement to specify and verify a file system

comparable to the file system in xv6, a teaching operating system. The implementation uses Z3

to check crash refinement, which the authors show is able to handle a system of this complexity

by breaking down the implementation into small enough layers.

Argosy [11], which I led the development of but is not part of this thesis, combines aspects

of FSCQ and Yggdrasil. The key new idea is to develop the metatheory for recovery refinement

that shows how systems compose when both have recovery procedures — what is non-trivial

to handle is that a crash in the composed recovery procedure requires starting over from the

beginning. Recovery refinement can be viewed as an extension of crash refinement with verified

metatheory for recovery, largely left implicit in the Yggdrasil paper. Argosy also shows how to

encode the conditions of recovery refinement using CHL so that a single layer is verified using

the CHL program logic.

VeriBetrKV [39] takes yet another approach to reasoning about crashes, this time friendly

to encoding in Dafny, a sequential verification system with integrated support for programming

and verification. The main idea related to crash safety is to adopt the style from IronFleet [41]

and think of a storage system as a distributed system made up of the CPU and the storage device.

The extension needed for crash reasoning is to add a crash transition to the storage device that

non-deterministically wipes any buffered but unacknowledged writes, and then to show that

when this happens it corresponds to an appropriate application-level transition modeling crashes

(similar to the crash refinement definition from Yggdrasil and recovery refinement in Argosy,

although this is associated with a code transition rather than a dedicated recovery procedure).

VeriBetrKV is used to verify a persistent key-value store based on Bε trees, a data structure that

also underlies BetrFS [46].

Perennial has crash conditions that look similar to CHL’s crash conditions, albeit as part of

a concurrent program logic rather than a sequential one. We do carry out a refinement proof in

the style of Argosy, which is similar to the specification style in VeriBetrKV and Yggdrasil, but

because it is connected to concurrent reasoning the proof techniques are more sophisticated.
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2.2 Foundations for verifying concurrent programs

There are a number of approaches proposed to verifying concurrent programs, and Iris in par-

ticular is the basis for Perennial. It would be hard to do justice to the historical development of

concurrency reasoning. Looking at approaches that are actively used in research and connected

to executable implementation, two broad strategies are commonly used: developing concurrent

program logics, and using refinement-based techniques.

Many refinement-based techniques are based on the idea of reduction, which appeared origi-

nally in Lipton’s theory of “movers” [63]. The idea behind reduction is to reason about a program

through program transformations that show the program is equivalent to a simpler program.

These techniques can reason about concurrency by showing that a concurrent program is equiv-

alent to a program with sequential or atomic regions. These ideas have been used as part of the

CIVL verifier [42, 56] and Armada [64]; my own prior work on CSPEC [10] was also based on

movers, before starting Perennial. Reduction-based techniques generally reason about a pro-

gram through a series of transformations, each making the program slightly simpler, keeping

the proof of each transformation’s correctness more manageable.

One large verified system, CertiKOS, is based on a custom verification infrastructure called

Certified Concurrent Abstraction Layers [36]which based on refinement but not reduction. This

work is notable for verifying a system (a simple operating system) not just at an abstract protocol

level but all the way down to concurrent code. The proof composes with the CompCert compiler

correctness theorem to carry the guarantees down to the assembly code of the operating system.

Program logics are an alternative approach based on giving specifications to each function in

the program, within a logic that has useful rules for proving and composing specifications. Hoare

logic is a classic program logic for sequential programs that based on pre- and post-conditions.

Concurrency makes it harder to construct a logic that can usefully reason about many con-

currency patterns (completeness) while also giving specifications that hold in the presence of

concurrent threads (soundness). One productive line of work has been based on concurrent

separation logic (CSL) [6].

The Verified Software Toolchain is notable for connecting a CSL-based logic (VST-Floyd)

down to proofs of C code, including a connection to CompCert to carry these guarantees down

to assembly [8]. It has been used for a number of sequential verified C programs and recently

to some shared memory C libraries.

Microsoft VCC [20, 21] is another verification system that is based on annotating C code with

pre- and post-conditions and so-called two-state invariants that are similar to rely-guarantee

reasoning [30, 47]. VCC is typically used to encode a form of concurrent refinement reasoning

while also using specifications similar to that of a program logic. The system was used to verify

a portion of Hyper-V. The system is implemented as a verification-condition generator; unlike
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the program logics described in this section, VCC has no soundness argument (even on paper)

to specify what its specifications mean and argue that it enforces the right conditions for that

meaning to hold.

Perennial builds directly on Iris [50]. Iris is a general framework for concurrency, featuring

a base logic with key features for concurrency (step indexing and separation-logic resources,

including higher-order resources used to define invariants for example) and a program logic

built on the base logic. This decomposition was valuable for Perennial because we made two

core changes to Iris: first, the program logic itself is extended with crash safety reasoning,

and second, the framework is applied to our GooseLang models of Go code. In both cases the

generality of Iris was valuable, as the framework is not tied to reasoning about a particular

programming language or even to its usual program logic. Prior to this work, Iris had not

typically been used for reasoning about executable code (though projects like RefinedC [83]

and our own work on Goose are changing that).

2.3 Reasoning about crashes and concurrency

Program logics other than Perennial have been developed for formal reasoning about concur-

rent, crash-safe systems. Fault-Tolerant Concurrent Separation Logic (FTCSL) [70] extends the

Views [27] concurrency logic to incorporate crash-safety. POG [80] is a program logic for rea-

soning about the interaction of x86-TSO weak-memory consistency and non-volatile memory.

Both of these logics are only defined on paper, and do not support mechanized proof. Perennial

goes beyond their reasoning principles: it includes ownership reasoning and its interaction with

crashes, and a style of logically atomic crash specifications for modularly specifying libraries and

composing their proofs. FTCSL and POG have no mechanism of modular proofs of layers, which

we found essential to scale verification to a file system.

In the case of x86-TSO with persistence, POG required a line of research to define the se-

mantics at the ISA level, validating this semantics against the hardware and in conversations

with Intel engineers [79, 81]. A similar semantics effort defines the semantics of ext4 under

crashes, but without an accompanying program logic [53]. It would be an interesting direction

for future work to combine the persistency semantics of x86 with Perennial, to verify libraries

that use non-volatile memory.

2.4 Verified transaction systems

As far as we know, GoTxn is the first transaction system that makes data durable and has a

verified implementation. There is much related work on verifying aspects of transaction systems

with and without durability, and on unverified transaction systems.
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Chkliaev et al. [19] verify serializability of two-phase locking and other transaction con-

currency control mechanisms in the PVS theorem prover. Their proof formalizes two-phase

locking as an abstract protocol consisting of sequences of read, write, and locking operations,

as opposed to a concrete implementation as in GoTxn. Pollak [77] uses a variant of the CAP sep-

aration logic [26] to give a pen-and-paper proof of serializability for an abstract, protocol-level

description of two-phase locking, connecting the protocol to atomic reasoning about transac-

tions.

Lesani et al. [62] developed a framework for verifying software transactional memory al-

gorithms, modeled as I/O automata. They applied their framework to sophisticated STM algo-

rithms, such as NOrec algorithm [25]. The STM algorithms considered do not handle persis-

tence, so the framework does not address crash-safety reasoning.

A specification called the Push/Pull model of transactions [55] is similar to the lifting tech-

nique in the journal system’s specification (section 5.5.1) — the core problem addressed is that

a journal operation atomically modifies a small number of objects, but other objects can change

between the start of the operation and when it commits. The Push/Pull model also discusses

reasoning on top of the specification, using Lipton’s reduction [63] rather than separation-logic

ownership to handle concurrency. However that work is about on-paper specifications and

proofs, while we also prove an implementation meets our specification and proved DaisyNFS

on top.

DFSCQ [18] verifies a high-performance file system built on top of a logging system with

asynchronous disks and log-bypass writes, which are challenging optimizations that GoTxn does

not support. ARIES is a database write-ahead logging protocol that was verified (with a pen-

and-paper proof) in FTCSL [70]; it is more sophisticated than GoTxn’s write-ahead log in that

it can both undo and redo operations.

An important but unverified journaling system is jbd2, the “journaling block device” that

underpins ext3 and ext4 in Linux. The design of jbd2 is broadly similar to that of GoTxn’s

journaling layer; GoTxn goes one step further and also has automatic locking for transactions.

One difference in the interfaces of GoTxn and jbd2 is that in jbd2, transactions can reserve

space ahead of time. This has the benefit that a transaction can start writing to the journal

on disk while it is being prepared, potentially improving performance, but it also means that a

concurrent transaction must wait for all previously started transactions to finish before becoming

persistent, since a journaled operation can only be logically completed when all prior operations

are finished. This is a reasonable tradeoff for a file system since transactions are generally short-

lived, but it sacrifices a bit of tail latency when an operation must be persisted, for example when

an application issues an fsync().
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2.5 Verified file systems

The Dafny side of DaisyNFS is a new implementation but its design and aspects of the proof

strategy were inspired by other verified file systems like DFSCQ [18] (especially its indirect

block implementation described in Alex Konradi’s master’s thesis [54]) and Yggdrasil [86].

AtomFS [98] is a verified, concurrent file system, but its implementation does not store

data durably. The proof structure is quite different from DaisyNFS in that all of the concur-

rency reasoning is part of the file-system operations. AtomFS is verified using a relational logic

with rely-guarantee reasoning; unlike separation logic, the basic specification in this logic is a

refinement statement that relates an implementation to a (simpler) specification program.

We chose to verify an NFS server because it is widely used in practice and the expected

behavior of NFS operations is well documented in RFCs. FUSE is an alternative for implementing

file systems in user space that was used for the verified file systems mentioned above, but its

operations have a less clear specification. FUSE also increases the trusted code to include both

the FUSE kernel component and the user-space library that connects the implementation to the

kernel.

2.6 The Flashix file system

The Flashix project deserves special attention since it also develops a verified concurrent and

crash-safe file system (carried out concurrently with the work in this thesis) [4]. Flashix targets

flash storage, a lower-level storage technology than the drives that DaisyNFS targets. Crash

and concurrency reasoning in Flashix is based based on refinement, in particular using Lipton’s

theory of movers [63], extended with conditions for crash safety [73, §13.3]. Flashix is im-

plemented using abstract data types in a high-level language; a code generator transforms this

code into executable C, but this process is both not verified and has difficulty producing the

most efficient code using in-place updates.

Refinement in Flashix is defined in terms of “components” which are like the classes in an

object-oriented language. The proof is split into two parts, corresponding to concurrency and

then crash reasoning. First, the proof shows that the entire file-system implementation compo-

nent is refines an abstract file-system component where the operations have atomic blocks in

their implementation. This proof is carried out using movers, mostly automated due to the use

of locks. Next, the proof reasons about the effect of a crash and abstracts those to a simple tran-

sition in the top-level specification. The former is an atomicity refinement that shows operations

appear to behave atomically, while the latter is a crash refinement that shows crash safety. We

also have some experience with mover-style reasoning from CSPEC [10], but ultimately decided

to build on top of concurrent separation logic instead and developed Perennial to verify GoTxn.
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The Perennial program logic gives both specifications and proofs in a different way than

Flashix. The smallest unit of specification is a judgment in the logic about an individual proce-

dure rather than a whole component. This specification covers crash and concurrency behavior

together, rather than separating them into two refinement steps. The GoTxn implementation

naturally has libraries whose methods are specified together, much like a component, for which

on top of Perennial we developed a pattern for logically atomic crash specifications. The advan-

tage of reasoning about crashes and concurrency together is that Perennial can also reason about

lock-free code, including code that persists data without holding locks. In Flashix, the proofs

always first reduce the concurrency atomicity and then reason about crashes with the reduced

atomicity. GoTxn has internal concurrency that doesn’t fit this pattern, where its background

threads write to disk without locks.

Perennial comes with a soundness theorem that allows to extract a final theorem about

executions, proven in the Coq proof assistant. It is used to show a sophisticated transaction

refinement theorem for GoTxn: unlike the component refinements in Flashix which are about

fixed operations, this specification involves showing arbitrary code inside transactions has serial-

izable behavior. In contrast the Flashix refinement approach is implemented in the KIV theorem

prover as axioms — that is, the system generates proof obligations based on the theory for a pro-

gram being verified. However, the connection between the obligations and the desired theorem

about executions is given by a set of on-paper proofs showing the methodology is sound.

The concurrency in Flashix is different from in DaisyNFS. At the file-system layer, the system

has a reader-writer lock over the entire directory structure, and additionally supports concur-

rent writes to different files. Internally, the system can also perform garbage collection and

erase-block management concurrently with file-system operations. DaisyNFS in contrast can

concurrently write to distinct files or directories, and concurrently installs from the write-ahead

log to the data region, but does not support read-read concurrency to the same file. Flashix has

only lock-based concurrency, whereas DaisyNFS also has lock-free access to the disk in the write-

ahead log. Flashix achieves comparable performance to UBIFS (an existing flash file system in

Linux) [4], and DaisyNFS achieves comparable performance to the Linux kernel NFS server.

The Flashix benchmarks do not evaluate scalability to many cores, focusing on the impact of

concurrent garbage collection in experiments that ran with three cores.

2.7 Transactions to simplify system design

To be conducive to verification, DaisyNFS is implemented differently than many NFS servers;

in particular, using two-phase locking is not common practice. Other user-level NFS servers are

typically implemented on top of an existing file system, relying on the underlying file system

for logging and locking. Ext3 and ext4 use a journaling system underneath, but the file system
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and VFS layers perform locking. This locking is inherited when these file systems are exported

with the Linux NFS server. WAFL [43] is an NFS appliance that provides snapshots and logs

NFS requests to NVRAM. It has evolved its locking plan to obtain good parallelism [23]. Both

the Linux NFS server and WAFL are more complicated and have more features than DaisyNFS.

Isotope [85] is a block-level transaction system similar to GoTxn in its API, but without

formal verification, which was used to implement a file system called IsoFS. Its logging design

is based on multi-version concurrency control (MVCC) [3] rather than our use of pessimistic

locking. The Isotope paper uses Isotope not only for the IsoFS file system but also two persistent

key-value stores. While GoTxn is in principle also suitable to implement a key-value store, we

have so far only used it in combination with DaisyNFS.

IsoFS has a similar design to DaisyNFS: it factors out isolation and atomicity to the trans-

action system, making it easy to handle crashes and concurrency. Unlike GoTxn and DaisyNFS,

Isotope is still prone to subtle concurrency bugs in the transaction system and bugs in the IsoFS

code, whereas DaisyNFS uses the split design to verify both the transaction system and the

transactions themselves. The transaction API provided by Isotope has an interesting perfor-

mance optimization that GoTxn could support: the API includes a please_cache call that keeps

an address in the transaction system’s cache, used for small but frequently-accessed metadata

like the allocator state in the file system.
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Perennial

Perennial is a framework for reasoning about crash safety and concurrency that we developed in

order to verify GoTxn. The main component of Perennial is a program logic based on concurrent

separation logic, with extensions for reasoning about crash and recovery behaviors.

Who is this chapter for? This chapter describes Perennial for an audience with some program-

ming languages or verification background, but not necessarily experience with concurrency

specifically. The high-level ideas are meant to be broadly accessible even if some background

on Iris is needed to appreciate the details. To that end the presentation is somewhat simplified,

with details and side conditions omitted from the logical rules. A more systems-oriented reader

can safely skip this chapter and the next (chapter 4) and still understand the later chapters.

3.1 Primer on Iris and separation logic

A program logic is a formal system for specifying and reasoning about programs. One of the

simplest program logics is Hoare logic, still the basis for much sequential reasoning today. The

judgments of Hoare logic consist of specifications of the form {P} e {Q} (which might be pro-

nounced “e requires P and ensures Q”), interpreted as meaning “if e is run in a state where P

holds and it terminates, then the final state will satisfy Q”. The predicate P is called the precon-

dition and Q the postcondition. Hoare logic has various rules for proving and combining these

specifications.

3.1.1 Separation logic

Separation logic is an extension of Hoare logic that has proven profitable for reasoning about

heap-manipulating programs with pointers and concurrency (surprisingly, the same techniques

help solve both problems). A good introduction to the basic ideas of separation logic is found in
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O’Hearn’s “Separation Logic” article [72]. This section gives a more terse overview, especially

to introduce the relevant notation.

Separation logic introduces some notation for the logical assertions that describe the heap.

The core assertion to talk about pointers is p 7→ v, pronounced “p points to v”, which says that

the pointer p when dereferenced has value v. The new logical connective of separation logic

is P ∗Q, pronounced “P and separately Q”, which says that the heap can be divided into two

disjoint pieces, one satisfying P and the other satisfying Q. Entailment between propositions is

written P ⊢Q, read as “P entails Q” or “P proves Q”, which says that in any heap where P holds,

Q must also hold.

When working in separation logic, specifications like {P} e {Q} are generally stated in a

“small footprint” style where P mentions only the state e relies on for its execution. This intuition

is backed by the celebrated frame rule, which says that if {P} e {Q} holds, any disjoint state is

unaffected, namely {P ∗ F} e {Q ∗ F}.
Instead of working with Hoare triples, it is convenient to instead define specifications in

a different style of weakest preconditions (WPs). We will use wp e {Q} to denote the weakest

precondition of e with postcondition Q; if e is run in a state satisfying wp e {Q} and terminates,

the final state will satisfy Q. Note that the wp is a predicate over states, not a judgment of

the logic like a Hoare triple. To build intuition, the statement P ⊢ wp e {Q} is equivalent to

{P} e {Q}. An excellent comparison between weakest preconditions and Hoare triples can be

found in “Separation logic for sequential programs” [15].

The term “weakest precondition” is because wp e {Q} is supposed to be the weakest predicate

that implies Q holds after e’s execution, in the sense that any other precondition would imply

wp e {Q}, but our work does not emphasize this aspect of weakest preconditions. Furthermore

the literature will sometimes distinguish between weakest liberal preconditions that only guar-

antee Q if e terminates and reserve the term weakest preconditions for a predicate that also

guarantees termination. This thesis uses the term weakest precondition for the “liberal” version

(also called partial correctness as opposed to total correctness), because proving termination in

the presence of concurrency is quite challenging.

Figure 3-1 shows some basic rules of separation logic, phrased in terms of weakest precon-

ditions. As an example, the frame rule becomes WP-FRAME in terms of the wp assertion. Reading

this rule forwards, if in a proof the assumptions include F and separately wp e {Q}, then the

proof can move F to the postcondition because separation logic guarantees the proof of the WP

does not affect or invalidate the part of the heap covered by the frame F .

3.1.2 Ghost state and concurrency in Iris

Concurrent separation logic [6] generalizes separation logic to also reason about concurrency.

Iris is a type of concurrent separation logic, with several advances beyond the original formu-
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WP-FRAME

F ∗wp e {Q} ⊢ wp e {F ∗Q}

WP-MONO

P ⊢ P ′ ∀v. ([v/x]Q′ ⊢ [v/x]Q)
�

P ′
	

e
�

Q′
	

{P} e {Q}

WP-SEQ

{P} e1 {Q} {Q} e2 {R}

{P} e1; e2 {R}
WP-LOAD

{p 7→ v} Load(p) {ret v, p 7→ v}

WP-STORE

{p 7→ v} Store(p, v′)
�

p 7→ v′
	

Figure 3-1: Selection of proof rules for sequential separation logic.

lation. A full explanation of the Iris logic is out-of-scope for the thesis; “Iris from the ground

up” [50] is a comprehensive introduction while the original “Iris 1.0” paper [48] is a shorter

introduction for a reader already familiar with separation logic. Two features of Iris are most

relevant since they are used in the GoTxn proof: ghost state and invariants.

A key technique in Iris is to verify a program by augmenting its physical state (local variables

and the heap) with some additional ghost state which is maintained only for the sake of the proof

and has no effect on the program’s execution (hence the term “ghost”). It is easier to understand

ghost state via its API in Dafny as a programming-language feature, so let us first see how they

help there and then return to Iris.

In Dafny, a variable can be marked ghost. Ghost variables can be written and read in the

proof, but Dafny enforces that the ghost variables’ values never influences execution; they can

only be used to inform uses of lemmas, assertions, and other proof annotations. Then at run

time ghost variables and all uses of them are erased before running the program. Why would

adding a ghost variable to a program help with its proof? The simplest examples are code where

a ghost variable holds the old value of some variable, say prior to a loop; this lets the proof refer

to the old value while clarifying that the regular execution does not need it.1

Ghost variables can also be used to give abstract specifications to a piece of code. For exam-

ple, consider a “statistics database” that maintains the running mean of a sequence of numbers

1For a concrete example, see the bubble sort example in https://www.doc.ic.ac.uk/~scd/Dafny_Material/
Lectures.pdf.
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(written in Go for readability):

type StatDB struct {

count int

sum float64

}

func (db *StatDB) Add(n float64) {

db.count++

db.sum += n

}

func (db *StatDB) Mean() float64 {

if db.count == 0 {

panic("empty db")

}

return db.sum/db.count

}

The code only tracks the count of elements and their sum, but the behavior of the library is

easiest to state in terms of the list of all numbers added. Thus in Dafny such a library can use

a ghost variable to track the full database, relate this ghost variable to the physical variables of

the code, and then prove that the code returns the correct running mean in terms of the ghost

state.

One intuition for the technique of ghost variables is that it augments the execution of the

program with additional information, which is used only for the proof and thus not tracked

at run time. For every actual execution, there is a corresponding execution where the ghost

variables are maintained and updated. The proof is carried out on this augmented execution,

but the proofs apply to the normal execution because by design they have the same behavior.

Verifying the program with ghost variables is easier because the ghost variables can track impor-

tant information about the history of the program, such as in the example above of the pre-loop

values of the local variables.

In Iris, the proof is a separate entity from the code. The program logic still has a way to

use ghost variables, with proof rules that construct and update a ghost variable, applied at the

appropriate points in the proof rather than added to the code. The high-level idea for why this

works — that there is an augmented execution with the ghost variables — remains the same.

In fact in Iris it is more obvious that the ghost variables do not affect program execution, since

their creation and updates only appear in the proof and are not added to the code.

So far, we’ve explained ghost state in terms of ghost variables, with the familiar API where

they can be read and written. Iris ghost state is a bit more sophisticated in order to support

concurrency reasoning. Iris has separation logic assertions for ownership of ghost state, which

can be split and divided among threads. In conjunction with this analogy to ownership, in

concurrent separation logic a piece of ghost state is also referred to as a resource that a thread can
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own by having an assertion over the ghost state in its precondition. A key principle in concurrent

separation logic is that in a proof about a thread of interest, any resources or ownership in that

proof’s precondition can never be invalidated by the actions of other threads. Ghost state can

also have restrictions on how it may be updated, so that it defines a shared protocol that all

threads respect.

A simple example of an interesting type of ghost state is Iris’s fractional ghost variables.

The assertion γ 7→q v says that the ghost variable γ has value v (of any fixed type) and asserts

ownership over a (positive) fraction q of it — any fraction q < 1 represents read-only access to

the ghost variable, while full ownership q = 1 allows writing as well. Full ownership γ 7→1 v is

common enough that it is often abbreviated to γ 7→ v , with no fraction. The dashed box around

this assertion emphasizes that this assertion is about ghost state and not about the heap, as in

the points-to assertion p 7→ v. There are several rules for manipulating and using this fractional

ghost state:

FRAC-ALLOC

⊢ |⇛∃γ. γ 7→1 v

FRAC-UPDATE

γ 7→1 v ⊢ |⇛ γ 7→1 v′
FRAC-SPLIT

γ 7→q1+q2
v ⊣⊢ γ 7→q1

v ∗ γ 7→q2
v

FRAC-AGREE

γ 7→q1
v1 ∗ γ 7→q2

v2 ⊢ v1 = v2

UPD-FIRE

P ⊢ wp e {Q}

|⇛P ⊢ wp e {Q}

The new notation |⇛ is an Iris update modality. The assertion |⇛P expresses ownership of

resources which could be used to become P with some update to ghost state. As an example of

proving an update modality, FRAC-ALLOC shows that starting with no assertions it is possible to

allocate a new ghost variable γ with value v and complete ownership over it; this is analogous

to how the Hoare triple for allocation has no precondition. The formal rule that allows the user

to get access to P is UPD-FIRE. It corresponds to advancing the proof of wp e {Q} by changing

whatever ghost state is needed to turn |⇛P into P. As long as the user of the logic is proving a

weakest precondition as the goal, they can apply this rule to “eliminate” an update modality.

Fractional ghost state can be updated after creation with FRAC-UPDATE. The update requires

full ownership. Fractional ghost variables can instead be split into smaller pieces with FRAC-SPLIT;

two assertions for the same ghost variable must be for equal values (FRAC-AGREE) and the pieces

cannot be updated, since the variable has only one underlying value. Fractional ownership

expresses a simple protocol among threads where when a thread owns a fraction less than one,

it can read but not write, and full ownership is sufficient to write to a ghost variable.

This thesis describes a few constructions for ghost state to carry out parts of the GoTxn proof,

such as the example of fractional ghost state described above. In reality all ghost state in Iris

is defined using a single, general mechanism. Ghost state can come from any instance of an
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algebraic structure M called a “resource algebra”, where ownership really means ownership of

an element a ∈ M . This thesis does not explain the details of how ghost state is constructed

using resource algebras — see “Iris from the ground up” [50]. For the ghost state in this thesis,

we will only give the API, in terms of resources and rules that allow updating those resources.

The Iris logic ensures that the updates are “sound”, enforcing a global property that updates to

a resource in one part of the proof never invalidate resources owned by concurrent threads at

the same time.

WP-INV-ALLOC

P ∗ R ⊢ wp e {Q}

P ∗ R ⊢ wp e {Q}

INV-ATOMIC

atomic(e) R ∗ P ⊢ wp e {R ∗Q}

R ∗ P ⊢ wp e {Q}

WP-FORK

P ⊢ wp e {True} Q ⊢ wp e′ {R}

P ∗Q ⊢ wp (fork{e}; e′) {R}

Figure 3-2: Key concurrency rules in Iris for invariants and forking

A fundamental reasoning principle for concurrency is the notion of an invariant. Threads

eventually do share state, and invariants are the main way to reason about how threads coor-

dinate on that shared state. The assertion I expresses the knowledge that I is an invariant.

Once this invariant is established, the proof rules in Iris guarantee that I holds at all steps of the

program. A thread that has I in its precondition can make use of the invariant by “opening” it

to obtain ownership over I , but only for a single program step; it must be returned afterward to

guarantee the invariant holds for other threads. Finally, invariants are freely duplicable — that

is, I ⊢ I ∗ I — reflecting that knowledge of an invariant, once it is established, is an assertion

that all threads agree on which cannot be invalidated.

The formal rules for using invariants in Iris (which are all valid rules in Perennial) are given

in fig. 3-2. To create an invariant R , a thread gives up R, as given in WP-INV-ALLOC. The rule

for using an invariant is INV-ATOMIC, which can only be used over an “atomic” instruction e.

Perennial is defined for a general language, as in Iris, and the semantics of the language defines

what is modeled to be atomic. Formally atomic(e) says that the expression e reduces to a value

in a single reduction step, so that other threads cannot run in between. See section 7.4.2 for

the details on the specifics of what GooseLang defines to be atomic.

Ownership transfer is reflected in the rule for forking new threads, WP-FORK. If a thread has

P ∗Q in its precondition, it can pass some of those resources P to a newly-forked thread and

retain the remainder Q for the subsequent code. Note that due to the separating conjunction

these resources must be separate, so that the rules of the separation logic guarantee e cannot

invalidate Q using its resources P. However, invariants give a way for the two threads to safely
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share resources: both can have access to I because this is merely knowledge of the invariant

and can be duplicated, which is sound because each thread only uses I for an atomic step and

then guarantees I holds afterward.

3.2 Crash weakest preconditions

Iris gives tools for proving specifications that capture the concurrency behavior of a program, but

storage systems need stronger specifications that also cover crash safety. The formal definition

of crash safety is ultimately stated as a property of a storage system combined with a recovery

procedure. Crash safety is defined in terms of the results possible after a program crashes mid-

operation, the system reboots, and subsequently a recovery procedure re-initializes the program.

In Perennial, most of the reasoning required for this recovery-based definition goes into

specifying what happens if the system halts at some intermediate point and all threads stop

running. The core specification idea for reasoning about this situation is a crash weakest precon-

dition wpc e {Q} {Qc}. Similar to the weakest precondition, if e is run from a state satisfying this

predicate and terminates, the resulting state will satisfy Q. However, in addition if the system

halts at any time Qc is guaranteed to hold. We also sometimes write a crash Hoare quadruple

{P} e {Q}{Qc} that is defined to be P ⊢ wpc e {Q} {Qc}. There is one subtlety in the terminol-

ogy: though we use the term “crash,” these postconditions hold just prior to the system actually

shutting down, so that the contents of memory is unchanged.2 Section 3.4 connects these crash

specifications to the memory wipe and reboot that happens immediately afterward.

Some basic structural rules for these crash weakest preconditions are given in fig. 3-3. These

largely mirror structural rules from Iris and do not say anything crash-specific. The rule WPC-

MONO allows weakening a WPC by replacing the postcondition Q with a weaker assertion P and

replacing the crash condition Qc with a weaker assertion Pc . The rule WPC-LET is a bit long, but

it expresses formally sequentially reasoning about e1 followed by e2. What it expresses is that

to verify let x = e1 in e2, a proof can verify e1 first, then in its post-condition reason about e2

with the return value v from e1 substituted for the bound variable x (denoted e2[v/x]). The

crash condition Pc is carried throughout, since both e1 and e2 must maintain it. Perennial has a

similar but more general rule for arbitrary evaluation contexts (of which let is just an example),

to reason about sequencing between a sub-expression and its context.

Some more interesting structural rules for wpc with sequential code are listed in fig. 3-

4. One such rule that is often used in Perennial is the crash frame rule, WPC-FRAME. Like the

traditional frame rule, this is a reasoning principle for ignoring some resources while proving

part of a program. When reasoning about crashes, framing is a useful way to dismiss the crash

2They might more properly be called halt conditions, but the original FSCQ paper [17] used “crash conditions”
and the term has stuck since then.
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WPC-VALUE

Pc ∧ [v/x]P ⊢ wpc v {ret x , P} {Pc}

WPC-MONO

∀v. ([v/x]P ⊢ [v/x]Q) Pc ⊢Qc

wpc e {ret x , P} {Pc} ⊢ wpc e {ret x , Q} {Qc}

WPC-LET

wpc e1 {ret v, wpc e2[v/x] {P} {Pc}} {Pc} ⊢

wpc let x = e1 in e2 {P} {Pc}

Figure 3-3: Basic structural rules for crash weakest preconditions.

WPC-FRAME

Q ∗wpc e {P} {Pc} ⊢ wpc e {Q ∗ P} {Q ∗ Pc}
WP-WPC

wp e {ret x , P} ⊣⊢ wpc e {ret x , P} {True}

Figure 3-4: Interesting crash-related structural rules for crash weakest preconditions.

condition when it refers to durable resources that aren’t needed for reasoning about some part

of the code.

The way the rule works is that in analogy to WP-FRAME, the premise is a proof of Q (the

frame) and separately wpc e {P} {Pc}. However, in addition to framing from the postcondition,

Perennial also frames from the crash condition. A common case is where Pc = True, which is

useful when e is a purely in-memory piece of code. In that case a proof can combine framing

and WP-WPC to reason about part of a crash Hoare quadruple using crash-free reasoning, by

temporarily ignoring the durable resources Pd in the precondition, using a derived rule:

{P} e1 {Q} {Q ∗ Pd} e2 {R}{Qc}

{P ∗ Pd} e1; e2 {R}{Qc}

Another example of combining crash and crash-free reasoning with both wpc and wp is in the

WPC-ATOMIC rule. The precondition atomic(e) says this rule only applies to atomic expressions,

which take a single step, and the conclusion is a wpc for this expression. The premise involves

a connective P ∧Q. This is a non-separating conjunction or “logical and”. P ∧Q holds in some

state when P and Q both hold, but unlike P ∗Q they do not have to be over disjoint parts of the

state, so for example p 7→ v ⊢ p 7→ v ∧ p 7→ v is trivially true.

The logical “and” is important in this rule. If at some point at the proof we have resources

R and want to prove wpc e {P} {Pc}, the rule says it is sufficient to prove two things: R ⊢ Pc and

R ⊢ wp e {Pc ∧ P}. Observe that this rule reduces crash reasoning to non-crash reasoning. Also

notice that unlike most separation logic reasoning, we don’t need to split up R to prove these

two entailments; the full contents of R are available in both, which would not be the case if the

rule had a separating conjunction.

There are two reasons why this reasoning is sound: first, e takes only a single step, and the
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WPC-INV-ALLOC

P ∗ R ⊢ wpc e {Q} {Qc}

P ∗ R ⊢ wpc e {Q} {Qc ∗ R}

WPC-ATOMIC

atomic(e)

Pc ∧wp e {ret x , Pc ∧ P} ⊢ wpc e {ret x , P} {Pc}

Figure 3-5: Rules for reasoning about concurrency and crashes.

system either crashes or not, but not both, so the proof only needs to show either the crash or

post condition. If the system crashes before e then R ⊢ Pc shows the crash condition holds now,

and otherwise the resources R are still available to prove wp e {Pc ∧ P}. That proof shows that

the post-crash resources satisfy both Pc (if the system crashes right after e) and P (to show the

postcondition).

To reason about concurrency, Perennial needs some more principles for sharing ownership

between threads. The core mechanism in concurrent separation logic for reasoning about con-

currency is the invariant, as explained earlier. The rules for working with invariants in a non-

crash setting are given in fig. 3-2: WP-INV-ALLOC gives up R in exchange for R , and INV-ATOMIC

“opens” an invariant for a single atomic step. R is duplicable — that is, R ⊢ R ∗ R .

Invariants have a special role in Perennial. Figure 3-5 lists Perennial’s rules for concurrency

reasoning. Perennial extends invariant allocation with a rule WPC-INV-ALLOC. The non-crash

parts of this rule are identical to WP-INV-ALLOC, but applying the rule has the additional benefit

of removing R from the crash condition. The intuitive reason this is sound is that since threads

maintain R at all intermediate steps, it must also hold in case the system crashes, and the thread

that created the invariant can get “credit” for this on crash. After allocating an invariant it has no

special role for crashes, and proofs can use INV-ATOMIC as usual for opening an invariant across

an atomic step.

Invariants are especially useful for lock-free reasoning, but concurrent code commonly co-

ordinates between threads using locks. A lock guarantees that no two threads own the lock at

the same time. This is expressed in separation logic by associating a lock invariant P with each

lock when it is created, which we think of as something the lock “protects”. When a thread

acquires the lock, it obtains ownership of P, and when it releases the lock, it gives up the same

ownership. This is sound precisely because either a single thread holds the lock, or it is free (in

which case intuitively we can think of the lock as holding ownership).

What happens if the system crashes while a lock is held? The standard lock specification

gives a thread exclusive access to P during a critical section (between acquire(ℓ) and release(ℓ)),

and says nothing about the locked state if the system crashes in the middle of a critical section

— this is fine if the lock protects in-memory state that is anyway lost on crash, but insufficient

for reasoning about locks that protect durable state. One intuition for what goes wrong is that

a crash “steals” ownership of the locked state and forcibly transfers it to recovery, which is a
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WP-LOCK-ALLOC

P ⊢ wp newlock() {ret ℓ, isLock(ℓ, P)}

WP-LOCK-USE

P ∗ R ⊢ wp e {P ∗Q}

isLock(ℓ, P) ∗ R ⊢ wp (acquire(ℓ); e; release(ℓ)) {Q}

WPC-LOCK-ALLOC

P ⊢ Pc

P ⊢ wpc newlock() {ret ℓ, isCrashLock(ℓ, P, Pc)} {Pc}

WPC-LOCK-USE

P ∗ R ⊢ wpc e {P ∗Q} {Pc}

isCrashLock(ℓ, P, Pc) ∗ R ⊢ wp (acquire(ℓ); e; release(ℓ)) {Q}

Figure 3-6: Rules for reasoning about concurrency and crashes with locks.

possibility the proof of a concurrent, crash-safe system needs to reason about.

Perennial addresses this issue by introducing a new crash-aware lock specification that also

gives guarantees if the system crashes during a critical section. Compared to the regular lock

spec (WP-LOCK-ALLOC and WP-LOCK-USE), the crash-aware specification (WPC-LOCK-ALLOC and WPC-

LOCK-USE) associates both a regular lock invariant P with the lock and a crash condition Pc . The

rule for allocating a lock dismisses Pc from the caller’s crash condition, similar to allocating

an invariant, and intuitively the reason why this rule is sound is that when the lock is used

with WPC-LOCK-USE the caller is obliged to prove Pc holds throughout the entire critical section

(whereas the stronger lock invariant P only needs to be restored at the end).

3.3 Crash model

Perennial has to model a system crash and reboot. A crash is represented as another transition

for a program to take, one which wipes in-memory state. The reboot is modeled by running a

dedicated procedure that restores the storage system on boot, which we call a recovery procedure.

So far, we have used Perennial for reasoning about systems that interact with a disk, a device

with an interface for reading and writing blocks (assumed to be 4KB in our development).

These disks might be a block device like /dev/sda1 in Linux, or can be a file hosted in another

file system (such as tmpfs for an in-memory disk).

A crash transition resets the heap to empty while preserving the disk state. Encoding the

effect on the heap in separation logic is a bit tricky, since it would appear that assertions about

in-memory pointers like ℓ 7→ v need to be invalidated. The logic handles this by parameter-

izing all heap assertions and weakest preconditions with a generation number. Across a crash,

the generation number is incremented, so that old assertions are true but no longer work for

38



3.4. Recovery reasoning

loads and stores since they do not apply to the current heap. A class of assertions durable(P)
only concern durable state like the disk, which in the logic means that P is independent of the

current generation number. These assertions are special in that they can be proven as the crash

condition of the system and then used in the precondition of recovery, as described subsequently

in section 3.4.

The Perennial logic, like the underlying Iris framework, is parameterized over a language

and its semantics, which defines the crash transition. The language we generally work with is

GooseLang, described in detail in chapter 7. Our proofs so far with GooseLang use a simple crash

model, with the disk unchanged on crash. This corresponds to a synchronous semantics, since it

means that a disk write is immediately considered durable when it returns. Perennial also sup-

ports defining an asynchronous disk by modeling buffered writes and then non-deterministically

choosing which buffered write is persistent at crash time, similar to the model in FSCQ [17].

Because the crash transition is defined by the user, it is not necessary in Perennial to strictly

partition the state into ephemeral and durable state.

3.4 Recovery reasoning

To allow the user to reason about the recovery process, Perennial has a recovery weakest pre-

condition wpr e ⟲ er {P} {Pr}, where e represents the storage system, er is a recovery procedure

that will run on restart, P is the postcondition for normal execution, and Pr is the recovery post-

condition. When e is run in a state satisfying this wpr, if it terminates normally then P holds,

and if the system crashes and er terminates then Pr holds. The latter is true even if the system

repeatedly crashes and restarts while running er .

Perennial has only one rule to prove a wpr, which reduces it to proving a wpc about e and an

idempotent specification for er , namely one where the crash condition implies the precondition:

WPR-IDEMPOTENCE

durable(Pc) Pc ⊢ wpc er {Pr} {Pc}

wpc e {P} {Pc} ⊢ wpr e ⟲ er {P} {Pr}

At a high level, the user proves wpr e ⟲ er {P} {Pr} in two steps:

1. First, prove wpc e {P} {Pc} to cover normal termination and establish a global crash in-

variant Pc for the program.

2. Second, prove Pc ⊢ wpc er {Pr} {Pc} to establish the recovery postcondition from the crash

condition and show that recovery maintains the crash invariant so that crashes during

recovery are also handled.
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3. Finally, prove durable(Pc), which asserts that the crash invariant is stated using only

durable resources that survive a crash.

The final step, the durability side condition, is where the proof takes into account the effect

of a crash. For example wpc e {P} {Pc} proves that Pc holds just prior to a crash while Pc ⊢
wpc er {Pr} {Pc} starts reasoning just after the crash. Durability is defined so that if Pc is durable,

it holds across a crash.

In practice a user of the logic proves a wpr assertion about an expression e that is a server

loop that accepts operations, executes them, and replies. The same loop e is also er since it

restores its state from disk. Finally, the user will separately prove that e is safe to run from an

initial state with an all-zero disk.

The recovery code sets up the global invariants and appropriate crash locks for the whole

system and thus “cancels” all of these assertions from its crash condition (formally, these asser-

tions are guaranteed at crash time by the invariants or crash locks, and the rest of the recovery

proof no longer needs to prove them as part of the crash condition). The separating conjunction

of all of these invariants will be Pc . Then the proof rules in Perennial guarantee that recovery

can assume Pc holds if the system crashes and reboots at any time, as given by the idempotence

rule. Chapter 4 gives more detail on how systems are specified in Perennial.

3.5 Soundness

Above we presented an intuitive meaning for P ⊢ wpr e ⟲ er {Q} {Qc}, but it is not obvious

that the definitions of wpr and wpc imply that this intuitive meaning holds up. Interpreting the

mechanisms of the logic is complicated since it requires relating logical features like ghost state,

invariants, and ownership to the execution of the program. To address these concerns, Perennial

comes with a soundness theorem that formally connects the definitions to a guarantee about e

and er independent of the details of the logic. The soundness theorem establishes what an end-

to-end theorem about the system means without trusting the interpretation and implementation

of these features.

Most of Perennial makes no assumptions about the programming language or state, but

the soundness theorem has one aspect specific to verifying code running on a disk. It uses

the assertion a 7→d v, a “disk points-to” assertion that says the disk has value v at address a,

analogous to p 7→ v. The basic version of the soundness theorem says:

Theorem 3.1 (Perennial soundness). Let d ∈ Disk be a disk. Let φ and φr be predicates over

values. Suppose that

∗
a 7→v∈d

a 7→d v ⊢ wpr e ⟲ er {ret x , φ(x)} {ret y, φr(y)}
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is derivable in Perennial. Running e (recovering with er) in a state σ with an empty heap

and disk d will not get stuck, and if the execution terminates with an expression e′ in state σ′

(possibly with additional forked threads), then

1. If this execution is a normal termination with the value e′, then φ(e′) holds.

2. If this execution is a crash and recovery execution and e′ is a value produced by er , then

φr(e′) holds.

3. Any forked threads are either a value or are reducible in σ′.

To satisfy the premise of the soundness theorem, the user gets to assume points-to facts

for all of the addresses in the initial disk (the assertion ∗
a 7→v∈d

a 7→d v). In return the theorem

has several postconditions. First, the theorem promises that e runs “safely” in the sense of

never encountering an irreducible expression; the semantics uses irreducibility (“stuckness”)

to indicate an expression that has hit an error. This immediately rules out a number of errors,

including any calls to Go’s built-in panic() function and lower-level issues like reading slices out-

of-bounds and data races. Second, the properties (1) and (2) state that the normal postcondition

and recovery postcondition have the intended meaning for the return value of the main thread

e or the recovery procedure er , respectively. Finally, property (3) is a safety statement that says

forked threads also do not encounter errors.

This soundness theorem is machine-checked in the Perennial implementation. Its proof

hides complexity in the definitions of wpc and wpr, and in the definitions of all the Perennial

mechanisms using lower-level Iris primitives.

The reader might observe that this theorem is about the return value of an expression, but

it doesn’t say much about intermediate results of the program. For a system like a server, which

has no interesting return value, the main outcome of this theorem is the safety statement. It is

possible to go beyond this soundness theorem to a refinement soundness theorem that specifies

a program by relating its observable I/O behavior to a simpler, more abstract program. We used

this more general support to prove a theorem for GoTxn that relates an arbitrary program using

the transaction system to a simpler specification program. Both the simple soundness theorem

above and the refinement soundness theorem are proven using lower-level mechanisms from

Iris and Perennial.

3.6 Implementation

Perennial is implemented on top of Iris in about 25,000 lines of code (a breakdown is given

in fig. 3-7). The Iris logic is divided into two parts: a “base logic” which defines a notion of

resources, ownership, and separation logic, and on top of this base logic a program logic that
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Component Lines of Coq

Helper libraries (maps, lifting, tactics) 6,292
Ghost state and resources 6,585
Program logic for crashes 12,527

Perennial total 25,404

Figure 3-7: Lines of code (including proofs) for Perennial.

defines the weakest precondition wp e {Q} as an assertion in the base logic about the execution

of e. All of the proof rules in the program logic are defined as theorems in the base logic, using

the definition of wp.

Perennial re-uses the Iris base logic with no changes, and builds a custom program logic on

top with wpc e {Q} {Qc} and wp e {Q}. The non-crash part of these definitions are similar to

Iris, but the crash aspects required significant implementation work. This thesis aims only to

explain how the logic is used, at a high level of abstraction, while the code documents exactly

how the logic is implemented in the Iris base logic (for example, the definition of Perennial’s

wpc).

One aspect of the implementation that should be noted is that the rules as presented in

this thesis have been simplified for exposition and are not sound as written. The real theorem

statements require Iris features like the later modality, invariant namespaces, and masks to be

sound. The later modality addresses issues with circularity that arise from Iris’s flexible ghost

state. Namespaces and masks are used to prevent re-entrancy where an invariant is opened

twice by the same thread, which would be unsound. The on-paper presentation still aims to

capture the essence, but the code is the source of truth for the Perennial logic. The soundness

proof ensures that the code’s rules are sound, and Coq checks that these details and their side

conditions are all written correctly.

Iris comes with a proof mode called MoSeL [58, 59] for interactive proofs. The proof mode

supports proving separation logic theorems and proving programs correct interactively. The

style of proof highly resembles the Coq proof mode, but extended for reasoning in separation

logic. The proof mode is highly extensible, and we used these features to integrate support for

MoSeL with Perennial.

There are two interesting aspects in the Perennial MoSeL support that we developed. The

first is named propositions, a general feature for interactive separation logic proofs that arose

out of our experience writing and changing large invariants. The second is tactics specific to the

crash reasoning in Perennial: proof caching reduces the burden of crash-safety reasoning where

the crash condition must often be re-proven at intermediate steps of the proof, and crash framing

simplifies the mechanics of framing away resources that are needed for the crash condition but
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not being used otherwise.

3.6.1 Named propositions in separation logic

To prove a large system requires writing down many invariants (one for each layer of the system)

and then proving these invariants are preserved by the code. Coming up with these invariants

is a challenging part of the proof, and requires frequent cycles of finding an invariant doesn’t

work, editing it, and then revising the proofs. The proof will typically need to destruct the

invariant, a proof step which breaks an assumption into separate hypotheses for each conjunct.

For example if an invariant inv := P * Q * R appears as hypothesis “H” in the proof, the next

proof step would be iDestruct "H" as "(HA & HB & HC)" which would produce hypotheses

“HA”, “HB”, and “HC” for the propositions P, Q, and R respectively. The problem is that updating

this proof step when the invariant changes is tedious and error-prone. For example, adding * S

to the end of the invariant will mean “HC” is now R * S rather than R, and the situation is worse

if a conjunct is added to the middle of the invariant.

Named propositions help solve this problem. With this feature, the invariant is written com-

bining the logical statement with names for each conjunct:

Definition inv := "HA" :: P *

"HB" :: Q *

"HC" :: R.

The notation "HA" :: P means the exact same thing as P, logically, but named propositions

extend the proof mode with the ability to destruct a hypothesis and automatically name its con-

juncts. This has two advantages: first, we don’t repeat the names for the conjuncts throughout

the proof, and second, extensions to the invariant are minimally invasive to the proof (even if

conjuncts are reordered) since each name always refers to the same thing it did before.

Named conjuncts made a huge difference to proof burden — many individual definitions

have 5–6 conjuncts, and across the entire GoTxn proof we name some 900 total conjuncts.

Implementing them was actually quite simple, taking only about 400 lines of code in Coq on

top of the Iris Proof Mode. The implementation is separate from Perennial, depending only on

Iris.3

3.6.2 Perennial-specific interactive proofs

Caching: Crash-safety reasoning involves repeatedly showing that the crash condition holds at

each intermediate point. Writing local specifications (by “framing away” anything not needed)

helps reduce this burden, but does not fully eliminate it. Perennial includes a tactic for caching

3The code is available at https://github.com/tchajed/iris-named-props.
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and reusing proofs of the crash condition. A proof engineer proves the crash condition as it

stands at some point, using as few assumptions as possible for locality, and the caching infras-

tructure saves the proof.4 Whenever the crash condition appears later in the proof with the

same assumptions available, the caching infrastructure proves the goal automatically.

Framing: Recall the WPC-FRAME rule for proving a wpc using a wp when no durable resources

are required for a sub-part of the proof. This is commonly used, so Perennial has a wpc_frame

tactic to apply the theorem. The tactic takes a list of hypotheses and applies WPC-FRAME, leav-

ing the user to prove that the listed assumptions together imply the crash condition, with the

remaining hypotheses available to prove a wp for the original postcondition. In addition, the

hypotheses used for the crash condition are restored after proving the wp. This support inte-

grates with the caching support, automatically using a cached proof to prove the crash condition

if possible.

3.7 Limitations

Perennial has some limitations. The logic can prove safety properties (“nothing bad happens”)

but not liveness (“something good eventually happens”), a limitation inherited from Iris and

in fact due to deeper theoretical reasons related to step indexing — Transfinite Iris [88] is

an approach to solve this issue, and the paper explains the difficulties well. Due to different

technical reasons related to step indexing, it is not currently possible to put weakest precondition

assertions inside crash conditions; such a feature is useful for reasoning about procedures stored

on disk, something that shows up in practice with logical logging [68].

The current version of Perennial does not support recovery helping from the original ver-

sion [12] (although it has many new features), a reasoning principle where in a simulation

proof recovery logically completes an operation from before the crash. As described here, oper-

ations must be simulated during the crash. It also does not implement Iris’s support for prophecy

variables [51], though we believe this is doable — an interesting extension to work out would be

prophecies that predict a crash, or prophecies over the behavior of a future recovery execution.

3.8 Takeaways beyond formal verification

Crash-aware locks. One of the benefits of concurrent separation logic that is useful even with-

out verification is that it crystallizes the idea of a “lock invariant” as a way to think about the

purpose of locks. Rust’s sync::Mutex API implements a basic version of the lock invariant idea by

allowing the programmer to at least express what data is protected by the lock, but the idea of

4For readers familiar with Iris, the proof is a persistent implication that can be reused as many times as needed.
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a separation logic invariant is more general (for example, locks can protect just a part of a data

structure). Perennial’s crash-aware lock specification formalizes an idea that is not well-known,

of how locking lock invariants interact with durable state: such a locks should have both the

usual lock invariant and a weaker crash invariant.

Invariants for crash reasoning. Perennial has a rule where allocating an invariant gives

“credit” for it on crash. This idea formalizes an intuition about how ownership flows between

threads and on crash. A system called RECIPE has an insight along these lines, observing that a

lock-free data structure should work on persistent memory [60]. Intuitively this is true because

the code already maintains an invariant at all intermediate steps due to other threads, and thus

the same invariant should hold of the persistent memory on crash, but some more conditions

are required for the intuition to hold up. RECIPE has no proof of correctness, and a mecha-

nized proof would be challenging, but the ideas in this thesis could be used to think about its

correctness and the required conditions with greater precision.
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Logically atomic crash specifications in

Perennial

On top of the Perennial logic, we developed a specification pattern to organize proofs of libraries

and compose them. Of particular interest is a pattern for logically-atomic crash specifications,

which capture that a set of methods in a library appear atomic with respect to both other threads

and on crash. In order to illustrate how all of these techniques work together, this section focuses

on the specification and proof intuition for the circular buffer, a library used in GoTxn that has

interesting crash safety and concurrency behavior. One feature of this specification style, the

idea of an exchanger, only appears in the journaling code which is much higher in the software

stack for GoTxn, so section 4.5 does discuss this higher-level specification. The circular buffer

is relatively independent of other details in GoTxn, since it operates directly on top of the disk,

but journaling is covered in more detail within the GoTxn chapter, in section 5.5.1.

This chapter builds upon the Perennial background from chapter 3, and the note about

audience from that chapter’s introduction is relevant here as well — a reader interested in the

ideas in GoTxn, DaisyNFS, or Goose can safely skip to the relevant chapters.

4.1 Circular buffer API

The circular buffer is a fixed-size, on-disk queue of updates, which are pairs of an address and a

disk block. It is used to implement write-ahead logging: updates are first stored in the circular

buffer, and then eventually moved to a separate data region. It supports two operations during

normal usage: Append(end, upds) appends a list of updates to the buffer and TrimTill(pos)

deletes updates up to the position pos. These logical queue positions grow indefinitely, but the

buffer can hold a finite and fixed number of update at a time and it is the caller’s responsibil-

ity to avoid overflowing with Append. The only read operation is recovery, which restores the
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durable updates and current queue position; the write-ahead log caches updates during normal

execution, but this is not the circular buffer’s concern. The complete Go API is shown in fig. 4-1.

// Circular buffer Go API

func InitCircular() *Appender
func (c *Appender) Append(end uint64, upds []Update)
func TrimTill(start uint64)
func RecoverCircular() (c *Appender, start uint64, upds []Update)

type Update {
Addr uint64
Block []byte

}

Figure 4-1: The Go API for the circular buffer.

Figure 4-2: The circular buffer’s on-disk layout, consisting of a fixed 513 blocks located at the
beginning of the disk.

The basic idea is that the circular buffer is specified in terms of an abstract state that transi-

tions for each operation. The recovery operation restores the pre-crash state of the queue from

disk. The state for this library consists of two components: a queue of updates (which are pairs

of an address to write to and a 4KB block to write there) and a 64-bit start position that indi-

cates how many updates occurred prior to the current list of updates. The Append operation,

as mentioned, simply appends to the list of updates. The argument to TrimTill is an absolute

position; the effect of TrimTill(pos) is to delete pos - start updates from the beginning of

the list of updates and set the new start position to pos. A more formal specification is given in

fig. 4-3.

The circular buffer supports atomic and concurrent Append and TrimTill with a careful

on-disk layout. It consists of two header blocks and 511 data blocks, depicted graphically in

fig. 4-2. The first header block (the “trim” block, since it is used for trimming) holds the logical

start position of the queue, while the second header (the “append” block, since it is used for

appending) holds the logical end position and 511 addresses; the data blocks for these addresses

are in the remaining data blocks. This append header has 4096 bytes, or enough space for 512

64-bit numbers; one is used for the end position, and the remainder for update addresses.
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Recovery uses the header blocks to determine what subset of the circular buffer holds complete

multiwrites; partially-appended updates are ignored for atomicity.

To append atomically, c.Append(end, upds) first writes the data (using end to know where

to start writing), and then writes the append header block to atomically incorporate the writes,

and simultaneously to write the addresses. The in-memory c *Appender struct keeps track of

the existing addresses so they can be re-written to disk. Meanwhile TrimTill logically deletes

by merely writing a new, higher start position to the trim header.

Since these operations touch disjoint parts of disk, they can be performed concurrently.

However, one subtlety is that it is important to preserve the queue abstraction that append op-

erations do not overflow the circular buffer (since this would overwrite old values) and that

trim operations do not delete past the current end (this would invalidate future appends imme-

diately). The insight that allows the caller to guarantee these properties is that the start and

end positions of the circular buffer are monotonically increasing, meaning any snapshot of their

positions is a lower bound that is valid from then on. Thus without holding any locks a call

to c.TrimTill(newStart) can guarantee that the trim fits by showing that newStart ≤ end_lb,
where end_lb is merely a lower bound and not necessarily the exact end position. However,

it is necessary for the caller to know the exact start position and that it will not change con-

currently, in order to guarantee that newStart is greater than the current start. The proof of

c.Append(end, upds) is the dual of trim, requiring a lower bound on the start position and exact

control over end.

(* Circular buffer Coq specification *)

Definition update := u64 * Block;
Record circ_state := {
upds: list update;
start: u64;

}.

(* requires length s.(upds) + length new_upds <= 511 *)
Definition append (s: circ_state) (new_upds: list update) : circ_state :=
s <[ upds := s.(upds) ++ new_upds ]>.

(* requires s.(start) <= new_start *)
Definition trim_till (s: circ_state) (new_start: u64) : circ_state :=
let num_removed := new_start - s.(start) in
s <[ start := new_start ]>
<[ upds := drop num_removed s.(upds) ]>.

Figure 4-3: The specification for the circular buffer, described as transitions on the abstract
state.

49



Chapter 4. Logically atomic crash specifications in Perennial

There are three challenges in specifying how the circular buffer’s implementation connects

to the abstract transitions given above. First, we want to show that Append appears to be atomic

to the caller, even though its implementation writes many disk blocks and the system could crash

after persisting only some of them. Second, the library has some thread-safety requirements to

enforce on the caller: in particular Append and TrimTill can be called concurrently from sepa-

rate threads, but it is not safe to concurrently issue multiple appends or multiple trim requests.

Finally, the library relies on the caller to guarantee that Append and TrimTill are called with

enough available space. These last two challenges are due to leaving concurrency control to the

caller, which is more efficient than the circular buffer having its own redundant locking.

The write-ahead log uses the circular buffer from two threads, one dedicated to logging

which appends to the circular buffer to make writes durable and another dedicated to installation

which trims writes from the circular buffer after installing them. Appending and trimming can

be performed concurrently, but appending requires the *Appender struct which is not thread-

safe. The caller only reads from the circular buffer if the system crashes, at which point recovery

restores the previous state.

4.2 Circular buffer custom resources

Perennial, like Iris, has support for user-defined separation-logic resources. These are defined

using lower-level mechanisms, but this section simply presents the resources and the intuition

for how they are used without going into details on how they are implemented. The circular

buffer defines and issues the following custom separation-logic resources:

• circ_state(γ,σ), which says that the current state of the circular buffer is σ. The γ

argument is a “ghost name” for the ghost state associated with this instance of the circular

buffer; at any time there is only one circular buffer, but this name will change every

time the system crashes and reboots and thus distinguishes different “generations” of the

circular buffer.

• is_circular(γ), defined to be the invariant assertion ∃σ,circ_state(γ,σ) ∗ P(σ) . The

P(σ) part of this invariant is part of the HOCAP specification style, explained below.

• circ_appender(γ,ℓ). This relates the circular buffer’s ghost state with ℓ, a *circularAppender

pointer that has some data needed to append to the circular buffer. This resource is not

persistent and is owned by the logger thread.

• start_is(γ,start) and end_is(γ,end) give the exact current positions of the start and

end (that is, σ.start+length(σ.updates)) of the circular buffer. These resources are not

persistent and are owned by the installer and logger threads respectively.
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• start_at_least(γ,start) and end_at_least(γ,end) give lower bounds on the start and

end positions. It is possible to issue such resources because the start and end monotoni-

cally increase. As a result of monotonicity, these resources are persistent; once start or

end reaches some value, that value is always a valid lower bound.

4.3 Specifications for Append and TrimTill

Formally the way each operation is specified is using a style called higher-order concurrent

abstract predicates (HOCAP) [45, 90]. The basic idea is that the library maintains an invariant

P(σ), where σ is the current abstract state; a key idea in the HOCAP specification is that this

predicate P is chosen by the client (that is, the code calling the library).

The predicates in HOCAP specifications express ownership over ghost state. This aspect of

Perennial is inherited from Iris and described in more detail in section 3.1.2. In this chapter

we use the view-shift assertion R ⇛ Q to express ghost updates, which are used to update the

predicate P(σ) that the library maintains.1 The intuition for R⇛ Q is that it represents some

resources which allow the holder of the assertion to take R ∗ (R⇛ Q) and “fire” the view shift,

updating the underlying ghost variables, and finally obtain Q.

For each operation, the client passes in a view-shift P(σ) ⇛ P(σ′) ∗Q, for any transition

from σ to σ′ that is a valid transition for the operation. This view shift represents a kind of

once-usable “callback” which transforms P(σ) into P(σ′), by updating the caller’s ghost state

in P. At the end of the operation, the client receives Q as a kind of certificate that the callback

ran. The intuition here is that the library’s proof must “fire” or “call” the view shift in order to

preserve P and produce Q, but the proof gets to pick the exact moment when it should fire the

view shift, which is the linearization point of the operation. Note that the view shift might be

proven using exclusive resources that cannot be duplicated, so it is important that it is only fired

once.

We can see both the HOCAP pattern and the circular-buffer resources in action in the speci-

1Note that this is a slight change in notation, compared to the update modality used in the Perennial chapter; the
view shift is equivalent to R −∗ |⇛Q.
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fication for Append:

{is_circular(γ) ∗

(∀σ, P(σ)⇛ P(σ++ upds) ∗Q) ∗

circ_appender(γ,c) ∗

end_is(end) ∗ start_at_least(start) ∗ (end− start+ length(upds)≤ 511)

}

c.Append(end, upds)

{circ_appender(γ,c) ∗

end_is(end+ length(upds)) ∗Q}

There are several aspects to the specification, mostly in the precondition. The first line is

the most straightforward: we need the circular buffer’s invariant to hold, for a particular ghost

name γ. The second line is part of the general HOCAP pattern. The view shift updates P(σ) to

the appropriate new state, denoted with σ++upds as shorthand for σ with upds appended to the

updates field (and the same start). The proof of this specification executes the view shift at the

linearization point of the Append operation, changing the state inside the is_circular invariant.

The view shift produces a client-supplied assertion Q, which is returned in the postcondition.

The assertion circ_appender(γ,c) asserts that the in-memory state cached in c is correct

(these are the addresses for the updates but not their contents). This resource is unique, since

the appending thread needs ownership this in-memory buffer, and is returned in the postcon-

dition for the next Append operation. Exclusive ownership over this buffer is one reason why

appending is only safe from one thread.

The rest of the specification is specific to how the circular buffer manages concurrency. Ap-

pending requires precise knowledge of the end position of the circular buffer, which the log-

ger thread maintains. A lower bound on the start position is sufficient to prove that there is

currently—and will continue to be—enough space for the updates to fit on disk; the left-hand

side of the inequality computes an upper bound on how much space will be used after the ap-

pend because the start variable is a lower bound. The postcondition gives the caller back the

end_is assertion with the new precise end point. Note that the precondition guarantees that

the append will not fail due to running out of space. Because the start and end are manipulated

without locks the circular buffer implementation does not even have a way to safely dynamically

check if there is enough space.
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The specification for TrimTill is similar to Append:

{is_circular(γ) ∗

(∀σ, P(σ)⇛ P(σ[: newStart]) ∗Q) ∗

start_is(start) ∗ end_at_least(end) ∗ (start≤ newStart≤ end)

}

c.TrimTill(newStart)

{start_is(newStart) ∗Q}

The effect of a TrimTill, abbreviated σ[: newStart], is to set the start position and delete

the first newStart− start updates. For this operation to be safe, it requires that the start not

go backwards (recall the Append proof relies on a lower bound for start) and not go past

the current end position (concretely this would logically delete updates that haven’t yet been

written!). The precondition encodes these by taking a precise current start position and a

lower bound on the end, and then requiring the new start variable be between the two. Just like

with Append, the installer thread that calls this operation always maintains precise knowledge

(ownership) of the start of the circular buffer.

Notice that neither of these specifications have a crash condition. The reason this is not re-

quired is because both methods already maintain an Iris invariant in the is_circular predicate.

The next section, 4.4, details how crashes and recovery are specified in Perennial.

4.4 Crash and recovery reasoning

The strategy behind proving crash safety is to prove a theorem about running a whole system,

restarting after every crash. For example, for DaisyNFS this theorem applies to the server’s main

loop that receives a message from the network, processes it in a background thread, and replies

over the network. Immediately following boot, before processing any requests, the server runs

a recovery procedure to restore in-memory state. This whole procedure — recovery followed by

running the system — is given an idempotent specification that is proven with WPR-IDEMPOTENCE

from section 3.4. The crash condition for this theorem is a description of the state of the whole

system at any intermediate step; describing this directly would be daunting, but it is doable

since each layer describes its part of the crash condition.

The circular buffer is the lowest layer of the implementation, so the way it fits into the

larger plan is that the whole system’s recovery starts by recovering the circular buffer’s state,

then uses that state to recover the next layer, and so on until the whole system is ready to run.

Schematically this looks like the following:
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1 func RunSystem() {

2 c, start, upds := RecoverCircular()

3 // recover rest of system from c, start, upds

4 fs := recoverFilesystem(...)

5 for {

6 req := GetRequest()

7 go func() {

8 ret := fs.Handle(req)

9 SendReply(req, ret)

10 }()

11 }

12 }

The circular buffer supplies three things to fit into the whole-system recovery proof: (1) an

abstract crash predicate for the state the circular buffer requires for recovery, (2) a crash speci-

fication for the circular buffer’s recovery procedure itself, and (3) a post-recovery init theorem

that helps the caller maintain the circular buffer’s crash predicate and also initializes the circular

buffer’s invariant.

The specification for the library’s recovery procedure RecoverCircular() is:

{circ_state(γ,σ) ∗ circ_resources(γ)}

RecoverCircular()

{ret (ℓ,diskStart,upds), σ = (diskStart,upds) ∗

circ_state(γ,σ) ∗

start_is(diskStart) ∗ end_is(diskStart+ len(upds)) ∗

circ_appender(γ,ℓ)}

{circ_state(γ,σ) ∗ circ_resources(γ)}

The first thing to notice about the recovery specification is that it preserves circ_state(γ,σ),

which gives the current state of the circular buffer, both on crash and if recovery completes. It is

also the case that circ_appender(γ,ℓ) ⊢ circ_resources(γ), so that circ_resources(γ) is also

preserved by recovery. These two together are the crash predicate for the circular buffer. We

say the crash predicate is abstract because the user of this theorem does not need to know how

it is defined.

The circular buffer’s proof also supplies the following post-recovery init theorem, which sets
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up the circular buffer for use after recovery:

∀σ, P(σ)⇛ Prec(σ) ∗ Pcrash(σ) ⊢

circ_state(γ,σ) ∗ P(σ)⇛

∃γ′.is_circular(γ) ∗

cfupd
�

∃σ.circ_state(γ′,σ) ∗ circ_resources(γ′,σ) ∗ Prec(σ)
�

∗

cinv
�

∃σ.circ_state(γ,σ) ∗ circ_exchanger(γ,γ′) ∗ Pcrash(σ)
�

There are several components to this theorem. First, the circular buffer has the caller provide

a way to split the HOCAP predicate P(σ) into two parts, Prec(σ) and Pcrash(σ)— intuitively the

former is transferred to recovery as part of its precondition, whereas the latter is “immutable”

and held inside an invariant. Second, the theorem consumes circ_state(γ,σ) ∗ P(σ) and allo-

cates three things: (1) is_circular(γ) (notice that the is_circular is defined to be an invariant,

and the premise of this theorem is the contents of that invariant), (2) a “cfupd”, and a (3) “cinv”.

The latter two are low-level features of Perennial that we’ll now introduce.

The assertion cfupd (R) (“crash fancy update”) is similar to a view-shift True⇛ R in that it

is a single-use update that produces the resources R. However, the “crash” part indicates that

this update can only be fired after a crash, so it can be used to prove a crash condition but is

otherwise unusable. Practically speaking, having cfupd (R) in a precondition allows the user to

cancel R from the proof’s crash condition, as reflected in the following rule:

CFUPD-USE

P ⊢ wpc e {Q} {Qc}

P ∗ cfupd (R) ⊢ wpc e {Q} {Qc ∗ R}

In the context of the circular buffer, what the cfupd sets up for the caller is that if the system

crashes, the recovery proof can dismiss the circular buffer’s crash predicate, along with Prec(σ),

from the overall crash condition. Thus using CFUPD-USE before running the system both sets up

the circular buffer for use (by establishing is_circular(γ)) and guarantees the circular buffer’s

part of the crash condition from now on. A simpler but abstract version of this reasoning appears

in the WPC-INV-ALLOC rule in section 3.2; this theorem is a concrete use case (split into creating

the cfupd and later using it, rather than in one step as in WPC-INV-ALLOC). What Perennial makes

possible is to take advantage of the invariant for crash reasoning — what must be carefully

handled is that while the invariant is shared by all threads, only one thread can get “credit”

for this invariant holding at crash time, in the sense of permission to cancel it from its crash

condition.

Notice in the circular buffer’s post-recovery init theorem that the ghost name for the circular
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buffer changes on crash to a new γ′; the reason for this is that other threads (the logger and

installer) have access to some of the circular buffer resources associated with γ. Rather than

requiring those threads to “return” those resources on crash and impose a crash condition on

that code, this theorem simply creates a new instance of the circular buffer and stops using the

old one. As a result on crash the theorem can produce circ_resources(γ′,σ) and hand out

these resources to the caller.

The third component of the theorem is a cinv (“crash invariant”). cinv (R) behaves very

similarly to an invariant assertion R , except that like a crash fancy update it can only be used

after a crash. This crash invariant “freezes” the old state of the circular buffer (notice that

circ_state(γ,σ) is now unchanging, since future operations will interact with the instance

named γ′). This process also produces circ_exchanger(γ,γ′), which includes additional ghost

state relating the old and new instances in the form of the predicate. The circular buffer in

particular does not have an interesting exchanger predicate, but this feature of the specification

pattern shows up in the GoTxn proof.

In general, each layer supplies a post-recovery init theorem. The view shift for each of these

theorems is invoked in the proof of a program like RunSystem() after running all the recovery

code and just before normal processing (after line 4 in the code above). Firing these view shifts

allocates all the layers’ invariants while simultaneously getting credit for this allocation in the

form of the cfupd assertions, similar to how WPC-INV-ALLOC works. Prior to calling this initializa-

tion, the recovery procedure has access to the inner contents of all the invariants, reflecting that

it has exclusive access, but in turn this proof is required to maintain a complicated crash condi-

tion. (One interesting side effect is that recovery code can safely call library functions without

using locks, since this code is still guaranteed to be single-threaded.) Once the system starts

running the invariant allows multiple threads to share access to this state, and the invariant

implicitly guarantees the crash condition recovery depends on.

4.5 Exchanging resources

The final aspect of the logically-atomic specification pattern is the role of the exchanger, one of

the conclusions of the post-recovery init theorem. The purpose of this predicate is to give the

caller a way to, on crash, relate resources issued by the library before a crash to those after a

crash. In the circular buffer, the start_is(start) and end_is(end) resources are thrown away

on crash and re-created during recovery; there are only two of them, so it is easy enough to

reconstruct them globally. In contrast, some resources are used locally by a thread and we

would like a way to retain ownership across a crash, into that thread’s crash condition. This is

exactly what happens with GoTxn’s lifting-based specification for the journaling layer, explained

in greater detail in section 5.5.1. Exchanging gives threads a way to “trade” ownership during
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a crash, trading ownership associated with the old γ instance for associated with γ′; both forms

of ownership can be exclusive because the process destroys the old ownership and thus can only

be performed once.

To make this a bit more concrete, let us look at a part of the GoTxn lifting specification.

This specification issues three related resources: the two more important ones are a 7→d o and

a 7→op o. Both represent exclusive access to address a. a 7→d o is a durable statement about

the logical disk, while a 7→op o gives the value at address a that an in-progress operation op

would observe. The lifting-based specification gets its name from a logical “lift” operation that

trades a 7→d o for a 7→op o ∗ a 7→lftd
d o. This brings us to the third type of journaling resource,

a 7→lftd
d o, which is almost identical to a 7→d o except that it has been lifted and thus cannot

be lifted again.2 We can give the journal’s Commit operation a specification like the following

(simplified, in particular to operate on a single address):

�

a 7→lftd
d o ∗ a 7→op o′
	

op.Commit()
�

ret ok, if ok then a 7→d o′ else a 7→d o
	

�

a 7→d o ∨ a 7→d o′
	

In the non-error, non-crash return, the postcondition turns a 7→op o′ into a durable fact

a 7→d o′. If the system doesn’t crash but the transaction fails (which happens if it is too large to

fit in the circular buffer), then the caller gets back an unlifted disk fact a 7→d o, reflecting that

the transaction did not affect the disk. In the case of a crash the specification promises to give

one of these assertions, and which one depends on exactly when the crash occurs.

This specification is simplified to only give the case of committing an operation that mod-

ifies a single address, when in reality Commit’s main purpose is to atomically commit multiple

addresses; a single address is enough to understand the proof issues involved. If the system

doesn’t crash, it is relatively straightforward to reverse the lifting process and restore full own-

ership of the disk values. a 7→d o′ reflects that the commit actually succeeded in changing the

disk value, while a 7→d o results from aborting and throwing away buffered writes in op.

On crash it is more difficult to show a 7→d o ∨ a 7→d o′. The challenge is how to propagate

whether or not the writes were made durable from the lower-level abstractions up to this proof;

indeed the durability of this high-level operation depends on whether or not the lowest level of

the system, the circular buffer, successfully wrote a single header block!

The write-ahead logging layer conveys durability by issuing two resources: one gives the

history of multiwrites, and another gives a lower bound on how many multiwrites are durable.

2In the implementation, a 7→lftd
d o is the primitive resource. There is a resource token(a) that gives the right to

lift a. Then a 7→d o is simply defined to be a 7→lftd
d o ∗ token(a).
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Its exchanging resource allows the caller to trade an assertion about the history before a crash

for a similar assertion after a crash, albeit with some recent writes lost. Crucially the effect

of a crash is constrained by the durable lower bound, which can also be exchanged across a

crash. On top of this exchanging, the journaling proof implements a fine-grained exchange of

ownership over individual addresses.

The actual implementation of exchanging uses a neat separation logic trick. To distinguish

between a 7→d o in two different generations, we’ll annotate the resource with a γ. The ex-

changer for the journaling proof is defined in terms of facts like:

exchange_addr(a)≜ (a 7→γ,lftdd o)∨ (a 7→γ
′

d o)

When proving the post-recovery init theorem, we initially prove exchange_addr(a) using the

right-hand side; this is easy since γ′ is fresh, so we’ve just allocated all of its associated ghost

state and it hasn’t been used by any threads so far. We can then prove exchange lemmas like

a 7→γ,lftdd o ∗ exchange_addr(a) ⊢ a 7→γ
′

d o ∗ exchange_addr(a). The reason this proof works is

that a 7→lftd
d o is exclusive, thus from the premise the proof can rule out that exchange_addr(a) is

proven with the left disjunct and learn that the right-hand side holds. The proof takes out this

right disjunct (a 7→γ
′

d o) and gives up a 7→γ,lftdd o to re-prove exchange_addr(a), this time using

the left disjunct. This all ensures that exchanging is only performed once, which is necessary

since all the resources involved are exclusive.

There is an important asymmetry here where the old ghost state only requires a 7→lftd
d o while

exchanging returns a 7→d o. This asymmetry is possible because a 7→d o is just like a 7→lftd
d o but

with an additional exclusive token that gives the right to lift the address, and we can “drop” the

old tokens in the proof and switch to using fresh tokens generated for γ′. In practice this is what

permits proving the Commit operation’s crash condition that has a 7→d o when the specification’s

precondition only has a 7→lftd
d o.

4.6 Summary

The overall logically-atomic crash specification pattern has four components for every layer of

the system:

• An opaque predicate for the abstract state of the system (e.g., circ_state(γ,σ)).

• Proofs for each operation that use a client-specified predicate, modified by requiring a

view shift that updates the predicate in accordance with the operation’s effect on abstract

state.

• An opaque crash predicate for the system.
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• A recovery theorem, with a crash condition, that preserves the crash predicate for the

system and re-builds any in-memory state needed.

• A post-recovery init theorem, to be called after the whole system has recovered, which sets

up the layer’s invariant for normal execution, creates ghost state for the next generation,

and produces an exchanger resource to relate the old state to the new one.

When layers are composed, the upper layer proof generally hide the lower level in its own

proofs — for example, the write-ahead log’s crash predicate includes the circular buffer’s crash

predicate as a sub-term, and subsumes the circular buffer’s recovery and post-recovery init the-

orems.

This pattern can be combined with user-defined ghost resources in order to give more pow-

erful specifications (rather than requiring every operation to be unconditionally atomic). User-

defined ghost resources can interact with crashes and recovery; for example, they can be re-

turned from the recovery theorem and used across a crash using exchanging lemmas specific to

the library.

4.7 Takeaways beyond formal verification

Physical versus logical logging. The GoTxn log uses physical logging, where log entries are

4KB disk writes. An alternative is to use logical logging, where entries instead correspond to

higher-level operations like appending to a file. From a correctness (and especially crash safety)

perspective, what makes logical logging challenging is that it appears to break modularity: the

concept of a file now shows up in the write-ahead log.

The techniques in Iris and this chapter give a way to think about logical logging modularly

where the log stores procedures. The insight is that the calling code passes a function to the

write-ahead log that interprets the logical log entry into block operations. This makes logical

logging a higher-order interface. Note that in practice the code may not be organized this way;

we can use defunctionalization to specialize the logging code to only the procedures used by the

caller, especially for the common use case of a tightly integrated file system and journal. The

write-ahead log will rely on some specification (including a crash condition) for the function

that interprets its entries. In this simplest case it might require idempotent operations; a more

sophisticated logging design like ARIES [68] can handle non-idempotent operations using a

combination of redo logging (like GoTxn) and undo logging.
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Chapter 5

GoTxn, the transaction system

GoTxn is a transaction system we implemented and verified with the goal of making crash safety

and concurrency simple for a storage system implemented on top. Transactions appear to run

atomically both on crash and to other threads. The GoTxn specification formalizes this property,

which we use in DaisyNFS to enable sequential reasoning for a concurrent file system (described

in chapter 6).

This chapter describes GoTxn’s implementation, top-level specification, and several aspects

of the proof. The implementation is composed of a software stack with several layers; each

layer implements a new interface on top of one below. The proof follows the same structure,

with several new specifications for intermediate layers. Of particular note are the transaction-

refinement specification for the transaction system, the lifting specification for the journaling

layer, and the abstraction for the write-ahead log layer.

While as part of this thesis we only used GoTxn to implement and verify a file system, the

system and its specification are generic for any storage system implemented on top, as long as

its operations are implemented using transactions.

GoTxn faces three key challenges in its specification, design, and proof. First, GoTxn’s spec-

ification is stated in terms of programs using the transaction system, and not all programs will

observe atomic transactions — for example, accessing global variables or the network in the

middle of a transaction is not atomic. To state a provable specification for GoTxn we needed a

formalization of safe transactions, described in section 5.2.3, which obey some restrictions that

the specification assumes the caller follows.

The second challenge is supporting an in-memory allocator, which is necessary for the file

system to get good performance but appears to violate GoTxn’s rule that transactions do not

access shared memory since allocating and freeing affect other transactions immediately, not at

commit time. To address this challenge we include an allocator in the GoTxn API and proof. A

non-deterministic, under-specification of the allocator makes its behavior serializable, and chap-
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type Addr struct {
Blkno uint64
Offset uint64

}

// starting and stopping a transaction
func Begin() *Txn
func (tx *Txn) Abort()
func (tx *Txn) Commit()

// operations within a transaction
func (tx *Txn) Read(a Addr, sz uint64) []byte
func (tx *Txn) ReadBit(a Addr) bool
func (tx *Txn) Write(a Addr, d []byte)
func (tx *Txn) WriteBit(a Addr, d bool)

// allocator API
func NewAllocator(max uint64) *Allocator
func (a *Allocator) Alloc() uint64
func (a *Allocator) Free(n uint64)
func (a *Allocator) MarkUsed(n uint64)

Figure 5-1: The API for the transaction system and allocator. Reads and writes between Begin
and Commit appears to execute atomically on disk and for other threads, while Abort guaran-
tees the transaction has no effect. The allocator’s Alloc and Free operations are safe to call
concurrently.

ter 6 demonstrates that this allocator is usable by using it in the DaisyNFS verified file system.

Finally, this specification is related to a concrete implementation, and thus requires a proof

using a program logic. The proof manages the complexity of GoTxn’s implementation by com-

bining a lifting-based specification that captures the journaling layer’s crash atomicity (section 5.5.1)

with a simulation proof that captures how two-phase locking’s concurrency control works (sec-

tion 5.5.2).

5.1 Programming with GoTxn

The transaction system exports a transactional API for durable, on-disk objects. The caller

can wrap a whole sequence of reads and writes in a transaction between a call to Begin() and

Commit(), and the transaction system guarantees that all of the operations appear to execute

atomically (that is, all at once). The programming interface is listed in fig. 5-1. Reads and writes

can be for objects smaller than a full 4KB block, which improves concurrency. Transactions make
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it much easier to implement a correct storage system by handling the challenges of crash safety

and concurrency, so that the system on top only needs to implement its own data structures and

operations on top of disk objects.

To use GoTxn, a storage system wraps all of the code for every operation in a single trans-

action in order to make it atomic. The Begin() call creates an empty transaction. The body

of the transaction appears to execute atomically when the operation finishes it with Commit, or

the transaction is discarded with no effect on Abort. Reads and writes operate on addresses

that specify a position by giving a block number and an offset in bits (always less than 4096 ·8,

the number of bits in a block). The Read method requires an explicit size argument while the

size of a Write is implicit in the size of the data slice. We separate out the bit-sized opera-

tions to ReadBit and WriteBit (rather than using a single-element byte slice) to simplify the

specification.

Figure 5-1 also includes an API for allocation alongside the transaction API. The allocator

should be considered part of the transaction system API insofar as its operations are allowed

within a transaction. In contrast, using other shared memory within a transaction is not per-

mitted since it would compromise the atomicity guarantees — the transaction system acquires

locks to make reads and writes seem atomic, but it doesn’t have any locking discipline for other

state. Section 5.2.3 explains these restrictions and an under-specification technique for fitting

the in-memory allocator API into GoTxn’s atomicity guarantee.

As described in section 5.3, GoTxn is implemented using two-phase locking. As a result,

a transaction acquires a per-address lock on every address it reads or writes along the way.

Acquiring multiple locks during a transaction creates the possibility for deadlocks, if two threads

acquire locks with different orderings, and the specification does not forbid deadlocks.1 The

two-phase locking implementation does not implement a specific lock acquisition order, leaving

it to the calling code to avoid deadlock — for example, in DaisyNFS the implementation of

RENAME makes sure to lock the smaller inode number first (by reading from it) if the rename is

between different directories.

5.2 Specifying GoTxn using refinement

At a high level, GoTxn makes transactions atomic. This chapter formalizes this intuitive defini-

tion in the form of transaction refinement. Later in chapter 6 we build upon this specification

to show how it enables sequential reasoning. Transaction refinement is defined in terms of

refinement, which relates code to a specification.

1Liveness reasoning is quite challenging when combined with concurrency. However, it would be interesting to
specify and verify deadlock freedom, a safety property, without verifying the liveness of the whole system.
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5.2.1 Crash-safe, concurrent refinement

Abstractly, refinement from a code program to a specification says that the behaviors of the

code are a subset of the behaviors of the specification. Refinement relates two programs in

terms of their visible behavior, which is used in the specification to connect a specification where

transactions are defined to be atomic to an implementation where they physically take many

steps. In this thesis we use a concurrent, crash-safe notion of refinement that allows the code

to have concurrency (that is, it can spawn new threads) and that captures that crashes in the

code behave according to a specification of crash behavior. For the purposes of this work, the

visible behavior is always network I/O, corresponding to receiving requests for the system or

responding to them (for example, processing NFS requests).

Definition (Crash-safe, concurrent refinement). A concurrent implementation pc crash refines

(or simply refines) a specification program ps, written pc ⊑ ps, if whenever there are initial states

σs and σc satisfying init(σs,σc) and pc can execute from σc and produce a trace of network

I/O tr, then ps can execute from σs and produce the same trace tr. Execution might involve

crashing and restarting a program (potentially multiple times), wiping out any in-memory state

after each crash.

The intuition behind the notation pc ⊑ ps is that the set of behaviors of pc (the set of traces

of network I/O tr) is a subset of the behaviors of ps. The statement pc ⊑ ps leaves implicit a

definition of initial states init(σs,σc), which will generally say both states are all zeros and of

the same size. This notion of refinement extends a standard definition of concurrent refinement

with crash-safety by allowing crashing in the execution of the implementation, which must

correspond to a specification-level crash transition.

5.2.2 Modeling programs for refinement

To define the transaction-refinement specification, we need to be more precise about what a

program is and how it executes. We write p : Go〈X〉 to say p is a Go program written using op-

erations from layer X. Layer operations are always atomic transitions in a state machine. Layers

will be one of Sys, Txn, or Disk, where Sys is a stand-in for an arbitrary system implemented

on top of GoTxn. We write “Sys” generically to emphasize that the GoTxn specification does

not fix how the caller uses transactions; in practice it will be instantiated with the NFS state

machine for DaisyNFS, as described in section 6.3.2. The Txn layer allows the operations of

the GoTxn API, with reads and writes over a logical disk and the ability to wrap these into an

atomic transaction. The Disk transition system is formalized in Coq as part of the GoTxn proof,

and assumes reads and writes of 4KB blocks are atomic.

The concept of a layer is part of how GooseLang formalizes Go. The definition of GooseLang

is parameterized by some “external” operations and state, as described in section 7.4, and these
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two together comprise a layer. In all layers, the type Go〈X〉 includes a Fork expression to spawn

a thread, heap operations on pointers, slices, and maps, and computation on primitives like

integers and structs. A program p : Go〈X〉 represents a Go program which uses any of these

Go primitives and only imports additional operations from the layer X . This factoring is used

to represent a class of Go programs that uses external state in a controlled way (limited to a

layer), for the purpose of defining the specification. Each GooseLang program is limited to one

external layer to simplify the definitions, but of course Go permits unlimited imports.

The transaction-refinement specification for GoTxn below in section 5.2.3 relates a spec pro-

gram p : Go〈Txn〉 that uses transactions, to its executable version which invokes the GoTxn im-

plementation. These specification programs can invoke transactions, which we write atomically {f }
to represent a transaction running f, which in turn might have calls to Read and Write from the

GoTxn API. The Read and Write operations in this model are primitive, external calls. Each

specification program p has an associated implementation program link(p,txn) : Go〈Disk〉. The

notation is intended to suggest the linking process where each call to GoTxn is replaced with

an implementation that uses the Disk operations. Linking has the additional effect, specific to

the transaction system, of replacing a specification transaction atomically {f } with a sequence

tx := Begin(); f(tx); tx.Commit() (with some additional code handling aborts).

5.2.3 Transaction refinement

The specification we give to GoTxn uses transaction refinement, which formalizes serializability

(sometimes known as atomicity and isolation) for transactions running on top of GoTxn. To

set up this specification, consider a program p : Go〈Txn〉 that uses transactions. To run p, it

is combined with the transaction-system implementation, producing a program link(p,txn) :

Go〈Disk〉 that can be run on top of a disk. Transactions in the linked program continue to have

the expected atomic behavior, so long as transaction code in p follows certain restrictions, such

as not accessing shared state outside the journal system. We write safe(p) to mean p is “safe”

in the sense that it follows these restrictions.

The correctness of the transaction system is expressed by the following theorem:

Theorem 5.1 (Transaction refinement). The transaction system’s implementation txn is a trans-

action refinement, meaning for all p : Go〈Txn〉, if safe(p), then link(p,txn) ⊑ p. The definition

of init(σs,σc) in this refinement relates an all-zero physical disk to an all-zero transactional disk

of the same size.

What the theorem says is that if a program is safe, the program linked with the transac-

tion system always behaves as if its transactions were atomically accessing a transactional disk

logically maintained by the transaction system. Unlike the definition of concurrent, crash-safe
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refinement, which is between two complete programs, transaction refinement is a contextual re-

finement property about a library that is stated in terms of all callers of that library. The theorem

is stated in Coq and has a fully mechanized proof in Perennial.

The definition of safe(p) formalized in Coq requires that any code within a transaction not

access any shared memory outside of the transaction layer; other than that, transactions can use

the GoTxn operations to interact with the logical disk and the allocator, and do any computation

in between these operations. For example it is safe for transaction to issue data-dependent

operations, where the addresses in a transaction depend on earlier reads. The restriction to

not use other shared state is a natural one for the system’s correctness; for example, reads and

writes to global variables would clearly be non-atomic since the transaction system does not

have any concurrency control or protection over such variables.

Safety also requires that transactions follow the preconditions of the Read and Write opera-

tions, which require a discipline of accessing each object with a fixed size — this is a limitation

of the current GoTxn implementation and proof, which does not handle concurrency between

overlapping addresses. Finally, safe programs can only Abort or Commit a given transaction once.

The notion of safe program will be important when linking this proof with the Dafny proofs,

since the transaction system’s proof only applies to a safe caller.

The allocator is part of the transaction API so that safe transactions have access to this impor-

tant in-memory data structure. However, the allocator operations Alloc and Free do not hold

a lock throughout the transaction, and thus they would appear to have an affect on concurrent

transactions before Commit. The reason why transactions are serializable despite this behav-

ior is that we under-specify the allocator’s behavior to cover possible concurrent interference.

In particular the specification for Alloc merely promises to return an in-bounds address, and

GoTxn’s specification does not even track the set of allocated/free addresses for each in-memory

allocator.

In practice the way the caller uses this specification for a given allocator is to store the

ground-truth allocated/free state in the on-disk state of the transaction system, then use an

in-memory allocator as an efficient way to find a free bit. Without some in-memory allocator,

searching for a free bit over the on-disk state would be difficult to do in an efficient way. The

return value of Alloc must be checked against the durable bitmap, which is easily done since

GoTxn supports accessing an individual bit with ReadBit. There is a chance that Alloc returns

a used address, if it was freed in memory by a concurrent transaction that hasn’t committed

to disk, but the allocator is designed not to return recently freed addresses to avoid this issue.

Similarly, in addition to calling Free the caller also issues tx.WriteBit(a, false) to mark the

correct bit free on disk. During recovery, for the in-memory allocator to be useful it must know

what numbers have already been allocated. The caller initializes the in-memory allocator to the

same state as what is stored on disk with MarkUsed(n).
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5.3 Implementing GoTxn

The transaction system is structured into several layers, as shown in fig. 5-2. At a high level,

three of the abstractions are useful to understand the overall structure: the WAL, the JRNL, and

finally the top-level TXN. The first useful abstraction is the write-ahead log, which behaves like

a disk with an atomic multiwrite operation. Reads and writes still operate on 4KB blocks, but

a multiwrite appears to update multiple disk blocks simultaneously even if the system crashes.

Next, the JRNL layer implements journaling, persisting a whole operation with reads and writes

to disk atomically. Concurrent operations must access disjoint sets of addresses for safety; con-

currency control is left to the caller in this layer. Operations can manipulate objects smaller

than a block (“sub-block” objects), which improves concurrency by making more operations

disjoint. Support for sub-block objects is implemented in the OBJ layer between the WAL and

JRNL. Finally, the TXN layer exports the complete transactional interface in fig. 5-1. This layer

implements automatic concurrency control so that the caller can freely read and write any ad-

dresses.

Layer Description

TXN Transactions
implements concurrency control using two-phase locking

JRNL Journaling
implements in-memory buffering

OBJ Sub-block objects
implements reads and atomic writes within a block

WAL Atomic whole-block multiwrites
implements whole-block write-ahead logging

CIRC On-disk queue with atomic append
implements a durable circular log

Figure 5-2: The layers in the GoTxn implementation.

The write-ahead log is implemented by organizing the disk into a small, fixed-size circular

buffer and a remaining data region. Data is first atomically logged to the circular buffer and

then eventually installed to the data region, to free space in the circular buffer. Reads first go

through the circular buffer (which is cached for efficiency) and then access the data region. The

circular buffer’s implementation is described in greater detail in section 4.1.

The object system maintains a list of buffers of data read or written by each journal operation.

Reads first check the log (which is always cached in memory) since they must observe committed

operations. To commit, the object layer gathers all the dirty buffers and submits them as a

multiwrite to the write-ahead log. To allow reading and writing objects that are smaller than a

block, the object layer assembles these into block writes by doing a read-modify-write sequence.

Because disk writes are slow, for good performance the journal executes many tasks in par-
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allel. Committing new journal operations in memory, logging operations from memory to disk,

waiting for operations to be made durable, and installing logged writes all happen concurrently.

Concurrency ensures that in-memory operations need not wait for any in-flight disk reads or

writes, and that many disk reads and writes can happen at the same time. Finally, to reduce

the number of disk writes, the write-ahead log implements two optimizations. Multiwrites are

combined and written together (“group commit”), and if they update the same disk block mul-

tiple times, only the most recent update of that disk block is written to the log (“absorption”).

Concurrency makes these optimizations useful even for synchronous operations, which can be

committed together and absorbed if they are issued concurrently.

The OBJ or object layer implements sub-block access on top of the write-ahead log’s block-

level multiwrites. Objects accessed by an operation must be locked, so supporting fine-grained

access is necessary to allow operations to run concurrently even if they happen to access the

same disk block. For example, a file system might pack inodes into a block, and locking an inode

should not prevent concurrent operations for other inodes in the same block. The object-layer

implementation is able to execute reads and writes during an operation without any additional

locks, but something more is needed to commit. Imagine a situation where between reading

some disk block and writing it an unrelated object was modified in the same block; commit-

ting the modified block would overwrite the concurrent modification, losing data. The code

addresses this with a global commit lock that prevents concurrent modifications while reading

the blocks to be written.

The JRNL layer implements a journaling system which gives the caller a useful abstraction

over the disk that makes it easy to update the disk in a crash atomic way but which requires

that the caller implement appropriate concurrency control. The TXN layer automatically imple-

ments the required concurrency control; this isn’t much code beyond the journal, but it does

dramatically change the specification since the caller sees any sequence of reads and writes as

atomic both with respect to threads and crashes (also known as serializability). The TXN layer

ensures transactions don’t conflict using two-phase locking. This algorithm acquires a lock on

each address the first time it is used in a transaction. Writes are buffered locally until commit

time, at which point they are written atomically using the journaling system. Finally all the

locks are released, exposing the transaction’s effects to subsequent transactions.

5.4 Verification overview

Figure 5-3 gives an overview of the libraries (or layers) in the GoTxn proof. On the left side of the

figure is the code, organized into a stack of libraries, each of which uses the library below. The

code is written in Go and then translated to a model in Coq using Goose (described in chapter 7);

each proof is about the model of that library. Each intermediate layer has a specification which
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Figure 5-3: Overview of the GoTxn proof, which is divided into proofs for each layer. The proofs
are all built on top of Perennial.

is formally described using Perennial’s logically atomic crash specifications (TXN has a different

specification). The proofs are all implemented using Perennial for crash safety and concurrency

reasoning, combined with Goose’s reasoning principles for Go.

At the bottom level, the CIRC library is implemented using Go primitives supported by Goose,

including an API to access the disk. The disk supports synchronous reads and writes of 4KB

sectors, a standard feature for disk hardware. On crash, the model of the disk in Perennial

assumes writes are atomic at this 4KB granularity.

At the top level, TXN’s specification is the transaction refinement specification described ear-

lier in section 5.2. This specification is about an arbitrary program that uses GoTxn, which is

formalized using GooseLang, the language that we use to model Go code. Note that the state-

ment of transaction refinement only talks about the GoTxn implementation and a (GooseLang)

program using it; it no longer references the Perennial logic. We are able to prove such a theo-

rem because Perennial comes with a soundness theorem that relates the theorems proven using

Perennial’s crash specifications to the code’s execution. Making the final theorem independent

of the logic is important in the next chapter, chapter 6, which connects the GoTxn specification

to proofs in Dafny that do not use the Perennial logic.

5.5 Verifying atomicity in GoTxn

This section outlines the proof of GoTxn’s transaction-refinement specification from section 5.2.

The implementation consists of multiple layers stacked together, as described in section 5.3.

This section focuses on proofs of the upper two layers: the journaling layer implements crash

69



Chapter 5. GoTxn, the transaction system

atomicity while the TXN layer uses two-phase locking for concurrency atomicity. The proof is

carried out modularly, so the specification for journaling and the proof of two-phase locking are

both described here. The following section, section 5.6, describes aspects of verifying the lower

layers.

Recall that transaction refinement is a statement about an arbitrary program that uses trans-

actions. It would be infeasible to directly reason about the execution of an arbitrary program

using GoTxn, including handling concurrently issued transactions and crashes at any time. In-

stead, the first step is to give a specification to the individual methods of the GoTxn API, such

as Read, Write, and Commit. Next, the proof considers an arbitrary transaction, but this part of

the proof can now invoke the specifications for each method.

To give a specification at the method level, we first develop the right representation of the

intermediate state of a transaction. This representation needs to capture buffered writes (which

will eventually be durable at commit time) and the old state of the logical disk (which it will

revert to if the system crashes or the transaction aborts). It also needs to handle concurrent

transactions — the tricky thing here is that the logical disk can change in the middle of a trans-

action due to a concurrently committed transaction, so for example the model of aborts cannot

be as simple as reverting to the disk at the start of the transaction.

A new lifting-based specification for journaling solves these problems. We introduce a purely

logical operation called lifting that moves ownership of a subset of the logical, durable disk

into a transaction. The transaction then operates freely on that part of the disk, regardless of

concurrent transactions. This works because the proof can only lift disjoint parts of the disk,

which is physically guaranteed by using a per-address lock in the TXN layer. Eventually the

transaction finishes reading and writing, and when it commits any buffered changes can be

merged into the global disk. Aborts are modeled as returning ownership and merging back the

old values of just the lifted part of the disk.

5.5.1 Lifting specification for journaling (JRNL)

Lifting is defined at an intermediate layer, JRNL (for journaling), rather than for TXN which is

the top-level API of GoTxn. Journaling uses what we call “operations” to distinguish them from

“transactions” — reads and writes are performed from within the context of an operation, and

like a transaction the writes are committed atomically to disk, but the difference is that the

calling library is responsible for guaranteeing concurrent operations manipulate disjoint sets

of addresses. The complete API is shown in fig. 5-4. In the case of GoTxn, that caller is the

two-phase locking code, whose proof is described in section 5.5.2.

In the lifting specification, there is a global, logical disk representing the state of the jour-

naling system, and within each ongoing operation there is an operation-local view of the disk.

The operation-local view is like the disk view but also incorporates buffered writes. The durable
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func Begin() *Op
func (op *Op) Commit()

func (op *Op) Read(a Addr, szBits uint64) []byte
func (op *Op) Write(a Addr, szBits uint64, d []byte)

Figure 5-4: The API for the journaling layer, JRNL. There is no Abort()method (the caller simply
abandons the op struct). Reads and writes support bit-sized objects within the same API. The
Addr struct is the same as the one given in the GoTxn API (fig. 5-1).

views are disjoint, so that an address is either in the global disk or “lifted” into a particular oper-

ation. Disjointness is what guarantees that every operation-local view is really local and doesn’t

change due to concurrent threads.

The lifting-based specification uses a logical concept of ownership to keep all of these views

disjoint and consistent. The state of each view is defined using ghost state in Iris, and the

proof uses separation-logic resources to express ownership over that ghost state; for a general

introduction to the idea of ownership in separation logic, see section 3.1.2. The journaling proof

issues three types of resources, all per-address: a 7→d o, a 7→op o, and a 7→lftd
d o. The first is the

most straightforward: a 7→d o asserts that the global durable disk has value o at address a (we

use the metavariable o since these addresses have objects that can be smaller than a block, such

as a 128-byte inode value or even a single bit). In addition, a 7→d o expresses ownership over

the address a. The second resource, a 7→op o, asserts ownership of the operation-local view

associated with an in-memory operation op; it mean that either the on-disk value is o or that op

contains a buffered write with the value o to address a. The last resource, a 7→lftd
d o is similar to

a 7→d o, but the difference is related to lifting and explained below.

The life cycle of these resources, as they are modified by lifting, writes, commit, and crashes,

is shown in fig. 5-5. The complete specifications are detailed in the remainder of this section.

Figure 5-5: Life cycle for the resources in the lifting specification.

Initialization

The first step in using the journaling specification is to initialize the whole system. Initialization

is somewhat complicated by restrictions GoTxn places on how sub-block objects are used. The
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proof requires the caller to fix ahead of time (when the whole journaling system is initialized)

a size for the objects within each block. Currently our proofs assume that objects are either a

single bit, 128 bytes (to hold inodes), or a full block, but supporting an arbitrary power-of-two-

sized block should be a straightforward extension. To initialize the system, the caller supplies a

“schema” which gives a size for the objects in each disk offset (that is, every 4KB aligned offset,

not the journal’s logical sub-block addresses); this enforces that all the objects within a block

are of the same size.

The journal’s initialization is specified by giving the caller a lemma that transform ownership

over the entire physical disk into the precondition for the journal’s recovery procedure; from this

point forward the usual crash and recovery reasoning in Perennial applies. For each offset i and

block size k, the initial ownership for that disk block consists of the address (i, k×o) within that

block (this is mathematical notation for the Go struct Addr{Blkno: i, Offset: k*o}). More

formally the initial ownership for a given i and k is given by the following definition:

zeroObjects(i, k)≜ ∗
0≤k×o<4096

(i, k× o) 7→d 0

The initialization lemma JRNL-INIT creates resources for all of these initial objects, starting

from an all-zero disk. The lemma takes a schema kinds that maps disk addresses to block sizes

and a disk size s; this schema is arbitrary but fixed at initialization time. We use i 7→disk 0 to

denote ownership over a physical disk offset i (not to be confused by the a 7→d o issued by the

journaling proof).

JRNL-INIT

513≤ s ∧ dom(kinds) = {i | 513≤ i < s} ∧

∗
0≤i<s

i 7→disk 0 −∗

⇛ is_txn_crash_condition(kinds) ∗

∗
(i,k)∈kinds

zeroObjects(i, k)

Notice that this initialization is just a logical operation; the schema is not even required at

runtime for the code. It creates is_txn_crash_condition, which is the precondition and crash

condition for the transaction system’s recovery procedure. The journal objects in this lemma’s

conclusion are initially fully owned by recovery, which then shares them with threads. The

journaling system’s proof does not fix a particular mechanism for how access to these resources

is mediated; it simply requires exclusive access to an address in the form of a a 7→d o resource.

In practice, GoTxn mediates access to a 7→d o by protecting it with a per-address lock.
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Preparing operations

The specification for Begin() is straightforward, since the operation has not yet interacted with

the disk:

{True}

Begin()

{ret op, is_op(op)}

The specification has a trivial precondition of True and its postcondition returns an assertion

is_op, which says that op is a valid *Op object that represents a journaling operation. (This is

different from the *Txn struct that represents an ongoing transaction, which has additional state

to track the locks acquired so far.) The operation starts out with an empty operation-local view

and ownership over no addresses; the ghost state for this operation’s view is initialized by the

proof of this theorem and represented as part of is_op(op).

In order to interact with an address within an operation, the specification requires the caller

to start with a 7→d o and then lift it to obtain an operation-local resource, where lifting is the

following purely logical operation JRNL-LIFT:

JRNL-LIFT

is_op(op) ∗ a 7→d o⇛ is_op(op) ∗ a 7→op o ∗ a 7→lftd
d o

Notice that the result of lifting is both an operation-local assertion and a 7→lftd
d o; this latter

assertion is much like a 7→d o in that it asserts the on-disk value of address a, but it cannot be

lifted again. This is required for soundness; only one of a 7→d o and a 7→op o is allowed for

ownership to actually be exclusive. Lifting takes and preserves is_op(op), which reflects that

the ghost state for op has been set up.

The specification for OverWrite describes the effect of writing to the local memory of a

buffered journal operation:

�

is_op(op) ∗ a 7→op o ∗ buf_obj(bu f , o′)
	

op.OverWrite(a, bu f )
�

is_op(op) ∗ a 7→op o′
	

The precondition includes buf_obj(bu f , o′) to say that the in-memory buffer bu f encodes

the object to be written o′. The is_op predicate is both required and returned by the specifica-

tion, which reflects the fact that OverWrite operates on the in-memory and ghost state covered

by this predicate.

The specification for ReadBuf is similar. ReadBuf returns a buffer that points into the op
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struct, so it has a more sophisticated spec:

�

is_op(op) ∗ a 7→op o
	

op.ReadBuf(a)










ret bu f ,

buf_obj(buf , o) ∗

(buf_obj(buf , o) −∗

is_op(op) ∗ a 7→op o)











This states that, when ReadBuf finishes, it returns a buffer buf and two resources: buf_obj(buf , o)

says the buffer has the old object o, while the second is a separating implication or wand −∗. The

wand says that if the caller returns ownership of buf_obj(buf , o), it can get back the is_op(op)

predicate. This allows the caller to use the buffer to read the data before continuing to read and

write within the operation. The complete specification in the JRNL layer also supports modifying

the object using the buffer returned by ReadBuf [13], but GoTxn does not expose that feature.

Commit

The final method in the journaling API is Commit(), which atomically persists all the writes

buffered in the operation. The specification is based on two maps m and m′ whose domains are

the set of all addresses lifted into the operation. The first map m gives the on-disk, pre-operation

values while m′ has the new values buffered in the operation.











dom(m) = dom(m′) ∗
�

∗
(a,o)∈m

a 7→lftd
d o

�

∗

�

∗
(a,o′)∈m′

a 7→op o′
�











op.Commit()
¨

ret ok, if ok then ∗
(a,o′)∈m′

a 7→d o′ else ∗
(a,o)∈m

a 7→d o

«

¨�

∗
(a,o)∈m

a 7→d o

�

∨

�

∗
(a,o′)∈m′

a 7→d o′
�«

The precondition in this specification requires ownership over a subset of the logical disk, the

addresses in dom(m), both on disk and within the operation-local view. If the system does not

crash and returns ok = true, Commit returns ownership over the new values on disk. It returns

full disk points-to assertions a 7→d o′ because these addresses are “lowered” so that subsequent

operation can lift them again. If the commit aborts (which only happens if the transaction does

not fit in memory), then the specification still returns full disk ownership albeit with the old
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values. The crash condition of the Commit specification captures that even if the system crashes,

it still returns ownership over the disk resources, with either the old or new values. Whether

this disjunction goes to the left- or right-hand side depends on exactly when the system crashes;

see section 4.4 for a discussion of how the proof handles this.

It’s a little easier to see the overall structure of Commit’s specification when specialized to a

single address (although the real specification is powerful precisely because it captures atomicity

across multiple addresses):

�

a 7→lftd
d o ∗ a 7→op o′
	

op.Commit()
�

ret ok, if ok then a 7→d o′ else a 7→d o
	

�

a 7→d o ∨ a 7→d o′
	

5.5.2 Proving transaction refinement

Recall that theorem 5.1 is the overall correctness theorem for GoTxn. It says that the GoTxn

implementation is a transaction refinement between the Txn layer (with programs that use trans-

actions) and the Disk layer (with an implementation that interacts with a disk). That is, given a

program p : Go〈Txn〉, if the transaction operations of p are linked with GoTxn (implemented in

Go〈Disk〉), the implementation program’s observable behaviors (from running on a disk) are a

subset of the specification’s behaviors (with high-level transaction-system operations and atomic

execution for transactions). The proof of this theorem leverages the journaling specification

from section 5.5.1, extending it to also reason about the concurrency control implemented with

two-phase locking.

In general, the Perennial framework supports proving crash-safe, concurrent refinements

between a specification layer Go〈S〉 and an implementation layer Go〈I〉 by constructing a for-

ward simulation between the specification and its implementation. The simulation is expressed

in terms of refinement conditions that are written using the usual Perennial Hoare triples spec-

ifications (with pre- and postconditions), so that they can be proven using the full spectrum of

techniques in Perennial.

Following an approach developed by Turon et al. [94], in a refinement proof in Perennial the

execution of the specification program is represented by ghost state. The logic then has assertions

for describing this ghost state. For example, for the Txn layer, the assertion a 7→txn b says that

address a contains the value b in the ghost transaction system’s state. In addition, there is the

thread points-to assertion, written j ⇒ e, which says that thread j in the specification program

is executing program e. Perennial has rules for updating the ghost state by “executing” these

75



Chapter 5. GoTxn, the transaction system

ghost threads, such as the following view shift:

(a 7→txn b) ∗ ( j⇒ Write(a, b’))⇛ a 7→txn b′

which updates the value stored at a as a result of a write.

To establish the refinement, the proof engineer first defines a representation invariant I , an

assertion in the logic that describes a relation between the specification state and the imple-

mentation state. Perennial’s proof rules ensure that this designated invariant must hold before

and after each step of a program throughout the proof. Next, the proof engineer proves a Hoare

triple for each operation o of Go〈S〉 and its corresponding implementation po in Go〈I〉:

�

( j⇒ o) ∗ I
	

po {ret v, ( j⇒ v)}

Such a refinement triple says that if a specification thread is executing o and an implementation

thread is running po, then the representation invariant I is maintained and the value v returned

by running po is a valid return value of operation o. In the proof of this triple, the ghost execution

rule above is used at the linearization point of po, to mark when the operation logically takes

effect by executing o in the ghost code.

These refinement triples imply a concurrent, crash-safe refinement between programs in

Go〈S〉 and Go〈I〉, which is proven in the Coq development using Perennial’s soundness theo-

rem. The soundness theorem combines the classic technique of logical relations with a low-level

soundness theorem from Perennial to derive the desired refinement between the two programs,

rather than the usual Hoare triple soundness theorem about a single program’s execution. The

resulting theorem statement expresses refinement directly (without referencing the Perennial

logic), while its proof has access to the full range of Perennial’s features.

In the particular case of the transaction system, the key refinement triple to prove is for a

block of code f enclosed in transaction Begin and Commit operations; for example the triple

might look the following (for a particular transaction f that copies from address 0 to 1):

�

( j⇒ atomically { v← Read(0); Write(1, v) }) ∗ I
	

tx := Begin();

v := tx.Read(0); tx.Write(1, v);

tx.Commit()

{ j⇒ ()}

The difficulty in proving this triple is that the linearization point is at the very end when the code

calls Commit, at which point the actual earlier execution of f becomes visible to other threads.

The proof must show that ghost-executing the specification’s atomically block at this point is
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valid by tracking the behavior of f .

To show this, our proof maintains a stronger invariant during a transaction’s execution. As

the transaction executes, we track the initial, on-disk value of any objects accessed in a map J .

The domain of this map Σ= dom(J) is the footprint of the transaction, which two-phase locking

keeps locked during the transaction. The intuition behind the invariant is that if the transaction

only depends on J , the transaction’s execution can be delayed to take place atomically at the

call to Commit and its behavior will be the same since the subset of the journal J is the same.

The proof needs to reason about the two-phase locking concurrency control in order to use

the journaling layer’s lifting specification as part of this proof. Perennial has a crash-aware

specification for locks, described in section 3.2, that allows us to reason about the per-address

locks while also reasoning about crashes in the middle of a transaction. To use this specification,

the proof defines a per-address lock invariant and crash invariant — the lock invariant is a

property that holds when the lock is acquired (and must be shown when it is released), while

the crash invariant is a guarantee that also holds on crash. In the case of the two-phase locking

code, both the lock and crash invariants for the lock associated with address a contain ownership

of ∃o, a 7→d o, which gives the transaction the ability to lift address a and read and write it with

the journaling system’s interface. The invariant has additional constraints to assert that the

value o is the same as the one in the transactional disk.

More formally, the proof constructs a second simulation relation during the execution of a

transaction f. Let J be a map giving the values of each object in the transaction’s footprint Σ

at the first time they are accessed by f, and let J ′ be a mapping giving the transaction’s current

buffered in-memory view of the same addresses. Then, the invariant requires that after n steps

of execution:

1. The transaction holds the lock for every address a ∈ Σ. The transaction has ownership

over∗(a,o)∈J
a 7→lftd

d o and∗(a,o′)∈J ′
a 7→op o′. These come from lifting the a 7→d o

assertion from each lock invariant, and then writing to update the operation-local points-

to assertion.

2. Executing n steps of f in any starting state that has the same values as J for the addresses

inΣ can lead to a state with values given by J ′, and the same value for the other addresses.

When the transaction is about to commit, the locking described by the first part of the invariant

ensures that the durable value of each address still match the values in J . The second part of the

invariant means that even though other parts of the state outside of Σ may have changed since

the transaction started, those changes do not affect execution of f. Thus, the ghost execution of

f at this point will have the same behavior as the implementation. The transaction’s invariant

maintains ownership of the resources to use the journal’s Commit specification. The postcon-

dition and crash condition of that specification return new disk points-to assertions consistent
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with either J or J ′ as appropriate. If the commit is successful, then the second part of the trans-

action system’s invariant allows issuing a ghost-execution update to change the transactional

disk from J to J ′ (for the subset Σ), and it guarantees that this correctly simulates f.

Showing that the second part of the invariant holds requires that code within a transaction

must not access global state outside of the transaction system, as mentioned in section 5.2.3.

Accesses to such global state would violate the invariant because their behavior would then

depend upon state outside of the footprint Σ. Because those global values could change by the

time the transaction commits, the above argument would no longer work if they were allowed.

The allocator creates another subtlety related to the second part of this invariant. Alloca-

tions do not hold the allocator lock throughout the remainder of a transaction. This seems to

violate the two-phase locking pattern, since allocations could be implicitly observed by other

concurrent transactions from the fact that an allocated address is no longer free. As described

in section 5.2.3, GoTxn under-specifies the allocator’s behavior so that it atomically follows its

(non-deterministic) specification even though it is not protected by the 2PL locking discipline.

5.6 Verifying GoTxn’s implementation layers

This section walks through the proof of the lower layers of GoTxn’s implementation. Rather

than give complete specifications and proof sections, it focuses on some of the most interesting

aspects.

5.6.1 Write-ahead logging (WAL)

The write-ahead log layer is responsible for atomically updating multiple disk blocks according

to the write. The API supports writing a multiwrite to disk, a list of updates which each consist

of a disk block number together with the new data to write in that block. A background logger

thread moves multiwrites from an in-memory buffer to an on-disk log. To make this atomic,

the logger first writes the contents of a multiwrite in a log entry, and then updates a designated

header block to indicate the entry is complete. If a crash happens before the header is updated,

none of the multiwrite’s updates are applied; if a crash happens after the header update, the

multiwrite will be applied during recovery. Meanwhile, an installer thread applies entries in the

log to the disk, clearing space for new multiwrites. If a crash happens before the updates in an

entry are fully installed, recovery installs the updates again from the on-disk log.

The write-ahead log implements two optimizations related to combining multiwrites. Two or

more multiwrites can be group committed by logging them together, which still guarantees their

atomicity. If multiwrites being committed together update the same block, the first update can

be absorbed and replaced with the second. These optimizations trigger both for multiwrites that

are committed without waiting for durability and also for concurrent, synchronous multiwrites.

78



5.6. Verifying GoTxn’s implementation layers

A contribution from this part of the proof is a new abstract state for the write-ahead log,

which represents its state in terms of a history of all the multiwrites that have ever been issued.

The abstract state is useful for giving a specification for the WAL’s operations that is consumed

by the proof of the OBJ layer, which uses the write-ahead log. It is not materialized at run time;

there is no overhead to logically tracking the history in the proof. This section presents two

variants of this state, an internal one that is closer to the implementation but less convenient

for the caller, and a more abstract external one that is easier to use in the rest of the proof. Both

variants are based on the key idea of using an append-only history as the state of the WAL.

Internal abstract state: logical history of multiwrites. To prove the write-ahead log layer

correct, the proof represents the state of the write-ahead log as a logical history of multiwrites to-

gether with some important internal pointers, as shown in fig. 5-6. Multiwrites before memStart

have already been installed, and their log entries do not physically exist in memory or on disk.

Multiwrites from memStart to diskEnd are already logged on disk. Multiwrites from diskEnd

to nextDiskEnd are currently being logged from memory to disk. Finally, multiwrites between

nextDiskEnd and memEnd are purely in-memory, and are eligible for absorption.

Installed
writes

Logged
writes

Writes being
logged

Unstable
writes

↑ 0 ↑ memStart ↑ diskEnd ↑ nextDiskEnd ↑ memEnd
Advanced by

installer
Advanced by

logger
Advanced by
Flush

Advanced by
Commit

Figure 5-6: The internal abstract state of the write-ahead log. Vertical arrows indicate desig-
nated positions in the logical log. Labels below the arrows indicate what thread or function is
responsible for advancing that logical position to the right.

This representation allows the WAL’s proof to precisely specify how concurrent operations

modify this abstract state, and how the state changes on crash. For example, although the

installer thread performs many disk writes to install multiwrites, its only effect on the abstract

state is that it advances memStart. Similarly, the logger thread’s only change to the abstract

state is to advance diskEnd. Calling Flush() advances nextDiskEnd, freezing the data to be

logged, then waits for the logger to advance diskEnd up to that point. Committing a new

multiwrite simply appends it at memEnd. Finally, on crash, an arbitrary suffix of the log from

diskEnd onwards is discarded.

External abstract state: durable lower bound. Although the details of the logical log are

important for proving the WAL layer, the caller (i.e., the OBJ layer) does not need to know about
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installation, group commit, and absorption. To abstract away these details, the WAL provides

a simplified state as its interface, as shown in fig. 5-7. The simplified state consists of the

same history of multiwrites, together with durable_lb, which is a lower bound on what set

of multiwrites will be preserved on crash. Using a lower bound instead of precisely exporting

diskEnd means that this abstract view does not need to change if the logger thread adds more

multiwrites to disk in the background, and thus hides this concurrency.

Record update := { addr: u64; data: Block; }.
Record State :=
{ multiwrites: list (list update);
(* at least durable_lb elements are durable *)
durable_lb: nat; }.

Definition mem_append (ws: list update) :
transition State unit :=

modify (set multiwrites (fun l => l ++ [ws]));
ret tt.

(* non-deterministically pick how many
multiwrites survive the crash. *)

Definition crash : transition State unit :=
durable <- suchThat (fun s i => durable_lb s ≤ i);
modify (set multiwrites (fun l => l[:durable]));
modify (set durable_lb (fun _ => durable));
ret tt.

Figure 5-7: Parts of the specification for the WAL interface.

Lock-free logging and installation. For performance, GoTxn has dedicated threads that per-

form logging and installation. However, these threads do not hold any locks while reading or

writing to disk. To allow these threads to run concurrently, the write-ahead log layer uses two

separate header blocks, as shown in fig. 5-8. One header block (owned by the installer thread)

stores the start of the on-disk log, and another header block (owned by the logger thread) stores

the end of the on-disk log. This lets the installer and logger concurrently advance their pointers

(memStart and diskEnd respectively) without locks.

Although the logger and installer threads can perform lock-free disk writes, they must still

coordinate with one another. For example, the installer cannot run ahead of the logger thread,

and the logger thread must coordinate with threads that are appending new multiwrites in

memory. GoTxn’s proof uses the notion of monotonic counters to reason about the safety of the

logger and installer’s lock-free operations.

The logger thread needs to check that memStart is far enough along that the log will have
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Logger
end

pointer

Installer
start

pointer

Logged
multiwrites

Installed
blocks

↑ 0 ↑ 513

CIRC

Figure 5-8: The physical write-ahead log.

space for the new multiwrite. The proof reasons that the memStart variable read while holding a

lock is a lower bound, which remains valid even after releasing the lock. Even though memStart

might grow after it is initially read, the log will only have more space and thus the multiwrite

will still fit.

The installer has a similar lock-free region which the proof reasons about using a lower

bound. The installer retrieves the updates from the current memStart to diskEnd in order to start

installing them to disk while holding a lock. When the installer eventually trims the log, it needs

to be sure not to advance beyond the current logger position, which the proof demonstrates

using a lower bound on diskEnd from when the logger initially started.

The proof of this aspect of the write-ahead log is one of the trickiest parts of GoTxn, because

of the lock-free concurrency in the write-ahead log. For more details on the proof strategy,

see Mark Theng’s thesis [93]. Mark helped complete the proof and described the proof and its

invariants in more detail in his thesis.

Specifying lock-free reads. Concurrency in the write-ahead log complicates not just its proof

but its specification due a challenge with reading installed data. The difficulty is that reading

requires checking the log’s in-memory cache and then falling back to the disk, but the disk

read happens without a lock. If a multiwrite commits after the read misses in the cache, then

the disk read will not observe the latest value. The write-ahead log specification specifies that

reading the installed value might return an old view of the disk, and the OBJ layer above handles

this weaker specification with an invariant that guarantees the object being read has not been

modified since that old view.

More concretely, fig. 5-9 shows the implementation of Read in the WAL layer. This implemen-

tation is split into two parts. The first part checks the in-memory state by consulting l.memLog

under a lock (line 9), checking for any updates to the address being read between memStart and

memEnd. If no in-memory updates match the address being read, the second part of Read falls

back to reading from the installed area on disk (line 15). No single lock is held across the whole

operation, so other threads can run between the call to ReadMem() and ReadInstalled() across

lines 2–4. In particular, a thread could run Commit() to the same block that another thread is

reading, if the two threads are accessing different parts of the same block, as shown in fig. 5-12.
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1 func (l *Wal) Read(a uint64) Block {
2 b, ok := l.ReadMem(a)
3 if ok { return b }
4 return l.ReadInstalled(a)
5 }
6

7 func (l *Wal) ReadMem(a) (Block, bool) {
8 l.Lock()
9 b, ok := l.memLog.get(a)

10 l.Unlock()
11 return b, ok
12 }
13

14 func (l *Wal) ReadInstalled(a uint64) Block {
15 return disk.Read(a)
16 }

Figure 5-9: The implementation of Read in the WAL layer.

There is a challenge in specifying the behavior of Read because its commit point is not obvi-

ous. Consider a case where address a is not in the in-memory log, so that the Read operation falls

back to ReadInstalled(a)— the situation is depicted graphically in fig. 5-10. If there is a con-

current write to address a, then there are two possibilities for the linearization point of the Read

call: it can either appear to occur before the concurrent write, if ReadInstalled(a) returns the

old value, or its linearization point might be after the write if the concurrent write is installed be-

fore ReadInstalled(a) runs. Unfortunately the decision to linearize before ReadInstalled(a)

or at the point it runs depends on the future behavior of the system (the linearization point is

before if there is no concurrent write that gets installed, but if there is such an installed write it

needs to be after that write).

Instead of proving that Read is atomic, we instead give atomic specifications to ReadMem()

and ReadInstalled() individually. The write-ahead log’s abstract state includes a lower bound

on its installed point in order to describe ReadInstalled() in isolation. This installed lower-

bound is a lower-bound on the memStart pointer from the internal abstract state, in much

the same way that the durable lower bound gives a bound on diskEnd. The specification for

ReadMem(a) says that if the address a is not in the log, the operation advances the installed

lower bound enough to guarantee that there are no writes to that address after the new in-

stalled lower-bound. The specification for ReadInstalled() can return any value the address

had after the installed lower-bound. To reason about the combination of these operations, the

OBJ layer maintains a strong invariant about all the possible blocks that Read could return from
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Figure 5-10: The linearization point for Read(a) depends on future operations. In this example,
there is a concurrent write to the address being read (highlighted in red). Because this write is
installed before the ReadInstalled operation, the correct linearization point is after the write,
but if the installation had not happened yet the Read(a) operation would return the old value
and the linearization point needs to be before the concurrent write.

the installed point onward, and this is enough to reason about a block returned from either the

in-memory cache or the on-disk installed data.

Formally, we believe that it is possible to prove that the WAL Read() operation is linearizable,

but because of the future-dependence this will require using prophecy variables. Perennial does

not support them, which forced us to adopt the non-atomic specification described above. Re-

cent results on prophecy variables in Iris [51] could be used to avoid specifying ReadInstalled()

separately.

5.6.2 Logically atomic crash specifications

Throughout the GoTxn stack we specify internal layers using a transition-system specification,

such as the examples illustrated in fig. 5-7 for the WAL layer. Perennial formalizes what it means

for the code in a layer to implement a transition system in terms of Perennial’s crash triples in

a style we call logically atomic crash specifications. Chapter 4 gives a more complete description

of this encoding. This section gives the high-level intuition for how these specifications are used

in the context of the GoTxn layers.

As a motivating example, consider the moment when the logger thread commits a new batch

of multiwrites to the physical log in order to advance the durable point diskEnd in the logical log

of the WAL layer. It does this by calling into the Appendmethod of the CIRC layer, which appends

to the small buffer of logged multiwrites. The code for Append commits at some internal step
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func Append(txns, P ⇛ Q) {
... // write data
hdr := ...
disk.Write(LOGHDR, hdr)
...
}

Append proof in CIRC Logger proof in WAL

use
P ⇛ Q diskEnd += len(txns)

Figure 5-11: Illustration of how the proof of Append executes a logical callback P ⇛ Q, an asser-
tion in Perennial which updates ghost state. The logger passes a callback that adds len(txns)
to the diskEnd ghost variable.

when it writes the header block and makes the data valid, and it is at this instant that the logical

log’s diskEnd should be incremented. How can we verify Append in the CIRC layer separately

from the WAL layer, while still executing the right update in the logger proof?

Logically atomic specifications achieve this separation by having the precondition to Append

take a logical callback [45], which the proof promises to “execute” at the commit point. This

callback is a view-shift assertion of the form P ⇛ Q, a feature in Iris which expresses an update

to ghost state that takes the assertion P as input and produces Q as output. The exact update

is selected by the logger proof to update the diskEnd ghost state of the logical log, as shown in

fig. 5-11. This specification for Append provides modularity in that the Append proof does not

need to know about the logical log and its diskEnd, and the logger proof does not need to worry

about why Append is atomic. A key feature of Perennial’s logically atomic crash specs lies in that

they capture the crash behavior in this callback style, so as to enable a complete proof of crash

safety across layers.

5.6.3 Concurrency within a block (OBJ)

GoTxn’s OBJ layer allows the caller to issue reads and writes that are smaller than a full block.

This finer granularity helps increase concurrency: for example, the NFS file server packs multiple

inodes into a single disk block, and OBJ allows threads to concurrently read and write multiple

inodes even if they share a disk block.

At commit time, OBJ’s Commit may need to perform an “installation read” and read a full

block, update the range that was modified by the caller as part of a journal operation, and

write back the full block using the WAL layer. To ensure correctness of this read-modify-write

operation, Commit uses a lock to serialize all commit operations. However, Read operations are

lock-free: they can execute concurrently with one another and concurrently with Commit.

Lock-free reads pose a verification challenge because the disk block can be modified during

the read. Consider the example shown in fig. 5-12, where a single disk block stores many inodes.

Inode 1 initially contains the value A, while inode 4 contains B. Thread 1 is committing a write
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of B’ to inode 4 in that block, while thread 2 concurrently reads inode 1 from the same block.

To read inode 1, thread 2 will read the entire block, and then copy out the part of the block

corresponding to inode 1. The block seen by thread 2 will differ depending on whether thread

1’s write happens before or after the read, but inode 1 will contain A in either case.

A B . . .Disk Block:

0 1 2 3 4 5 6 7

A B’ . . .Thread 1:

A B/B’ . . .Thread 2:

Figure 5-12: An example of concurrent operations on sub-block objects in the OBJ layer. The
example has a concurrent Read to inode 1 and a Commit modifying inode 4.

Formally reasoning about the Read operation requires the OBJ layer to connect the a 7→op o

predicate about a disk object (such as an inode) to the disk block containing that object at the

WAL layer. However, due to the race condition described above, the Read implementation might

observe many possible values of the containing disk block. As a result, it is important for the

OBJ invariant to relate the a 7→op o predicate not just to the latest value of the containing block,

but to all recent contents of that block. Specifically, the invariant for a 7→op o requires that all

recent writes to a’s block (since Read(a) started) must agree on the part of the block storing o.

As a result, regardless of what block happened to be read, the caller is guaranteed to see the

correct object o.

The object layer supports bit-sized objects, which create a verification challenge since the

operations involved are implemented with low-level bit manipulation. One example is a function

installBit(src byte, dst byte, off uint64) uint64 that returns src with the offth

bit replaced with the corresponding bit from dst. The specification for this code uses a pair

of conversion functions byte_to_bits and bit_to_bytes that go between an 8-bit integer (a

u8) and list bool (of length 8). To reason about the implementation of installBit we wrote

tactics to prove theorems about bytes and bits by brute force, simply considering all possible

cases; this works reasonably well in Coq even when there are thousands of cases (but not too

much more).

5.7 Limitations

GoTxn has some limitations. The transaction-refinement proof currently only support syn-

chronous Commit, which makes writes durable when it returns. The code also implements an
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asynchronous version of Commit that makes the writes atomically visible to other threads, but

durable only at a later point. It would be interesting to extend the transaction-refinement spec-

ification and proof to cover asynchrony. The two-phase locking implementation only supports

write locks and not reader-writer locking. At the bottom layer, GoTxn’s disk interface assumes a

synchronous disk interface — it would be interesting to relax this to reason about asynchronous

writes, which model how disks can lose recent writes on power failure due to internal buffering.

5.8 Conclusion

GoTxn is a concurrent, crash-safe transaction system with a machine-checked proof. The caller

wraps a sequence of reads and writes in a transaction, which the transaction system promises

to make atomic. GoTxn has a relatively sophisticated implementation. The write-ahead log

supports buffering new writes, logging for durability, and installation concurrently since the

logger and installer threads access the disk without holding locks. The object layer implements

safe concurrent access to objects within the same block. Two-phase locking ensures transactions

do not conflict, guaranteeing isolation.

We formalized the system’s atomicity guarantee in the form of a transaction-refinement speci-

fication, which says that when the caller issues an arbitrary sequence of transactions, they appear

to execute atomically, even if transactions are issued concurrently and if the system crashes. A

key challenge in this specification is formalizing “safe” transactions which GoTxn can make

atomic, forbidding arbitrary access to shared memory that would fall outside the two-phase

locking discipline. To make GoTxn practical with this restriction it includes an in-memory allo-

cator with a specification that uses non-determinism to fit the allocator into GoTxn’s atomicity

specification.

GoTxn is verified against its transaction-refinement specification using Perennial. The proof

is modular, using Perennial’s logically atomic crash specifications to verify each layer separately

and compose the proofs together. Of particular note in the proof is the lifting-based specifica-

tion of the journaling layer that captures what concurrent transactions do, and the history of

multiwrites abstract state to specify the write-ahead log’s behavior.
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DaisyNFS, the file system

DaisyNFS is a verified, concurrent, and crash-safe file system, built on top of GoTxn. This

chapter describes its specification, implementation, and proof. A key aspect of DaisyNFS is

that the proofs of the file-system code use sequential reasoning, even though DaisyNFS is a

concurrent file system. This is possible due to a simulation-transfer theorem that uses the strong

guarantee of GoTxn to enable verifying a system written with transactions using a different proof

strategy, so that the file-system proofs are carried out in Dafny, a sequential verification-oriented

programming language.

6.1 Verification approach

DaisyNFS is an implementation of the Network File System (NFS) API. This is a standard file-

system interface, specified in RFC 1813 [7] (specifically, this is the standard for NFS version

3, which is what DaisyNFS implements). NFS is widely used, generally to export a file system

across a network to multiple clients, and widely supported by operating systems — Windows

Server, macOS, and Linux each include an implementation of both an NFS server and client.1

RFC 1813 is a good starting point for DaisyNFS’s specification. However, the RFC is a prose

document with about 130 pages of English text, which is unsuitable for a mathematical proof.

Thus the first step is to turn the RFC into something more precise. DaisyNFS’s specification

(described in section 6.3.1) uses a transition system defined in Dafny for this purpose, defining

the behavior of the protocol with an abstract state and transitions for each NFS operation that

define how it evolves the state and what value it returns. The transition system allows non-

determinism in the specification to give the implementation some flexibility.

The transition system describes the abstraction of an NFS server, but what does it mean

for the daisy-nfsd binary to implement this specification? To formalize DaisyNFS’s correctness

1Windows 10 and 11 can act as NFS clients but do not include an NFS server.
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we use the same concurrent, crash-safe refinement that was used in the GoTxn specification.

The server binary is a refinement of the NFS transition system if every execution of the code

— including with concurrent operations crashes — has user-visible behavior that the specifica-

tion could also produce (that is, the behavior is allowed by the specification). In DaisyNFS’s

specification the visible behavior is defined to be network requests and responses.

DaisyNFS’s concurrent, crash-safe refinement is a much more sophisticated property to ver-

ify than sequential refinement. Figure 6-1 illustrates the difference between the concurrent and

sequential simulation obligations. For both forms of refinement, the basic proof technique is to

construct a forward simulation from the code execution to the specification transition system,

which requires an invariant connecting their states and a proof that shows the invariant is pre-

served by operations. In a sequential, non-crash simulation, it is sufficient to show that each

operation restores the invariant when it returns since its intermediate states are invisible. The

complication in a concurrent simulation is that the code can have many concurrent threads,

each running a different operation at the specification level. The proof of any given operation

must also show that the intermediate states satisfy the invariant, since at any time other threads

might run. Similarly, the proof of each operation’s implementation must consider interference

with its execution from other threads at any time.

The design of DaisyNFS uses transactions, and in particular GoTxn, to simplify the proof of

concurrent refinement. Transactions appear to run sequentially, and thus should permit reason-

ing about the body of each transaction sequentially even though the actual execution interleaves

multiple transactions. This chapter describes a formalization of this intuition in the form of a

simulation-transfer theorem (described in section 6.4.1) which proves that a system implemented

with transactions that is verified with a sequential forward simulation against some specifica-

tion refines the same specification in the sense of a concurrent, crash-safe refinement when

run through GoTxn. The proof of this theorem is an extension of the transaction-refinement

specification from section 5.2.

Due to simulation transfer, we can use the simpler verification methodology of sequential

simulation for the DaisyNFS file-system code, compared to the Perennial program logic used to

verify the transaction system underneath. To fully take advantage of this difference, DaisyNFS

is verified using Dafny [61], an entirely different tool. Dafny is a verification-oriented program-

ming language that is restricted to sequential proofs. The use of Dafny greatly reduces the

proof burden for verifying DaisyNFS, because sequential proofs are well-suited to automation

and Dafny’s automation is well-developed (in contrast automation for concurrent proofs is still

nascent, and would need to be integrated into Perennial to be used for these proofs).

The value of sequential proofs can be seen in the proof-to-code ratio for the transaction

system, which is 18×, versus the Dafny proofs which required about 2× as many lines of proof

as code. Further evidence can be seen in the incremental development of DaisyNFS, which

88



6.1. Verification approach

(a) Concurrent, crash-safe simulation

(b) Sequential simulation

Figure 6-1: Contrast between verifying a concurrent, crash-safe refinement (left) and sequen-
tial refinement (right), for a single procedure running the green-colored transitions. Proving
concurrent refinement requires a proof that shows every operation (1) preserves the invariant
at all intermediate points, and (2) simulates the abstract specification for the operation at some
linearization point (the above diagram), as well a similar obligation for crashes (the below dia-
gram). For crash safety, a crash at any time should behave like a specification crash transition.
Unlike sequential refinement, the proof must show the invariant holds at intermediate points in
order to reason about potential interference with other threads.
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Go
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Go
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Figure 6-2: The structure of DaisyNFS.

section 9.3 further elaborates on.

Simulation transfer greatly reduces the proof burden for verifying DaisyNFS. There remains

the task of actually implementing the file system using transactions. Section 6.5 discusses some

key challenges to address, in particular how to ensure transactions are bounded in size (since

GoTxn transactions cannot exceed the size of the on-disk circular buffer) and avoiding deadlocks

in transactions.

Limitations. The design of DaisyNFS does impose limitations. The proof approach relies on

transactions appearing to run sequentially, which prevents modifying state outside the transac-

tion system. An example that would benefit from combining the transaction system with other

state is a persistent key-value store, which needs atomic metadata updates but manages data

separately to minimize I/O — the proof of such a system would require explicit crash and con-

currency reasoning for the data reads and writes, but GoTxn would still be useful for managing

the metadata. GoTxn does not have a proof of liveness, and the file-system proof does not show

that transactions avoid deadlock. Our NFS implementation lacks some features, such as sym-

bolic links, hard links, and paginated READDIR; we believe all of these could be implemented

and specified with the same approach but have not done so in our prototype.

6.2 System design

As shown in fig. 6-2, DaisyNFS is implemented in three layers: 1) a dispatch loop that speaks

the NFS wire protocol and calls the appropriate method for each operation; 2) a Dafny class that

implements each method; and 3) a transaction system that applies the updates of each method

to the disk atomically. The dispatch loop is unverified; we assume that the server correctly de-

codes messages, invokes the verified code with the right arguments, and correctly encodes the

response to the client. The middle layer implementing the file-system operations is written and
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Super
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(remainder of disk)

Figure 6-3: The layout of the file system on top of the transaction system’s disk. The number
of inode blocks and data bitmap blocks are compile-time constants, but easy to change without
affecting the proofs.

verified in Dafny, which has a backend for Go. The third layer is directly written in Go and

verified using Coq and Perennial. By implementing the file system on top of the transaction sys-

tem, we can implement each NFS method in Dafny as sequential code calling into a concurrent

transaction system library. The NFS operations supported by DaisyNFS are listed in fig. 6-6.

The file system is responsible for implementing files and directories onto an array of disk

blocks that is exported by the transaction system. The disk layout used by the file system is

shown in fig. 6-3, with regions for inode blocks, bitmap blocks, and data blocks for files and

directories. This figure is in terms of the disk exported by the transaction system; the transaction

system itself reserves a prefix of 513 blocks for the write-ahead log.

The high-level organization of the file system separates three concerns, each building upon

the previous: (1) implementing indirect blocks to support large files; (2) implementing byte-

granularity reads and writes on top the block-granularity interface below; and (3) implementing

directories by encoding them as files with a special type together with operations to manipulate

those files. Section 6.5 explains the internals of the file-system design in more detail, alongside

the structure of the Dafny proof.

Recall that GoTxn supports accessing objects smaller than a block. DaisyNFS uses three

sizes of objects: bit objects comprise the inode and block allocators, 128-byte objects are used

to represent inodes, and full 4KB blocks are used for file and directory data (including indirect

blocks). The file system statically allocates regions for these three kinds of blocks, much like

ext4.

Acquiring multiple locks during a transaction creates the possibility for deadlocks, for exam-

ple if two threads acquire two locks in different orders. The two-phase locking implementation

does not implement a specific lock acquisition order, leaving it to the file system to avoid dead-

lock — the most interesting case is RENAME, which is discussed in more detail in section 6.5.1.

6.3 Specifying DaisyNFS

The specification for DaisyNFS is a state machine describing an ideal NFS server in the form of an

abstract state and a transition for each operation. The implementation of DaisyNFS is a binary
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daisy-nfsd that implements the NFS protocol, running on top of a disk. Then the DaisyNFS

correctness theorem is a refinement property, which intuitively says that for any interaction with

the implementation, the ideal, atomic NFS state machine could produce the responses; this

section shortly gives a more formal definition. As a result a client interacting with the server

can pretend that it is the NFS state machine and ignore the complexities of its implementation.

6.3.1 Formalizing NFS

RFC 1813 specifies the NFS protocol, which we make mathematically precise with a state-

machine representation defined in Dafny. The formalization requires first defining an abstract

state, and then a transition for each NFS operation that specifies how it changes that state and

what return values are allowed. While most of the specification is deterministic, some operations

have to be specified with non-determinism; for example, we allow returning an out-of-space er-

ror in many operations, and the specification allows any timestamp to be picked for the current

time. The RFC is precise about arguments and allowed return values, and the text is good about

explaining the intended behavior, but it does not separately describe an abstract state to make

that behavior mathematically precise. We define the NFS server state as shown in fig. 6-4.

// the abstract state of the file system
type FilesysData = map<Ino, File>

datatype File =
| ByteFile(data: seq<byte>, attrs: Attrs)
| Dir(dir: map<FileName, Ino>, attrs: Attrs)

type Ino = uint64
type FileName = seq<byte>
datatype Attrs = Attrs(mode: uint32, ...)

Figure 6-4: Dafny definition of the NFS server state (simplified).

This definition says that an NFS server conceptually maintains a mapping from inode num-

bers to files, where a file can either be a regular file with bytes, or a directory. Both types of

files have a number of attributes, storing metadata like the file’s mode (permission bits) and

modification time. A directory is a partial map from file names (which are just bytes) to inode

numbers. Note that DaisyNFS doesn’t represent the file system as a tree but as a collection of

links, which is sufficient to model all NFS operations, because NFS clients resolve path names.

The NFS state machine models each operation as a non-deterministic transition that answers

when it is allowed for an operation to change the state from fs to fs’ and return r. The return

value is always wrapped in a Result type, which can be either Ok(v) for a normal return or an

error code for one of the errors defined in the standard. The file system systematically guar-
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antees that the state is unchanged when an operation returns an error (though this is stronger

than what the RFC mandates); the transaction system makes this easy to achieve by aborting

the whole transaction. For example, fig. 6-5 shows the specification for a (hypothetical) GETSZ

operation that returns the size of the inode ino.

predicate GETSZ_spec(ino: Ino, fs: FilesysData,
fs': FilesysData, r: Result<uint64>)

{
fs' == fs &&
(r.ErrBadHandle? ==> ino !in fs) &&
(r.ErrIsDir? ==> (ino in fs) && fs[ino].Dir?) &&
(r.Ok? ==> (ino in fs) && fs[ino].ByteFile? &&

r.v == |fs[ino].data|)
}

Figure 6-5: Specification of a hypothetical GETSZ operation, a simplification of the real GETATTR
operation. When GETSZ_spec(ino, fs, fs’, r) returns true, it is valid when the server
receives GETSZ(ino) to transition from the state fs to fs’ and return r. The return value can be
an error (e.g., r.ErrBadHandle?), or if r.Ok? holds then r.v is the uint64 return value from the
operation.

There are four clauses in the specification. The first just says that this operation is read-only.

The second is one possible error: if the server returns ErrBadHandle, then ino is not allocated.

The third is a different error, which says this operation returns ErrIsDir if passed a directory

inode. Finally the fourth clause says that if the operation is successful, it returns the length of

the data in fs[ino]. Dafny checks several consistency properties of this specification itself; for

example, a use of fs[ino] only compiles if the specification earlier implies ino in fs.

We developed a state-machine model of the regular file and directory operations in NFS

in this style, including specifying what certain errors signify. Figure 6-6 lists the entire NFS

API and what parts are verified in DaisyNFS. The file system has unverified implementations

FSINFO and PATHCONF, which give the client static configuration information about the file system

(for example, the maximum supported write size or the maximum path length). These return

constants and thus have no associated proof. DaisyNFS also implements FSSTAT to report total

and free space, but it does not have a meaningful specification.

DaisyNFS could support some of the remaining operations with some more effort. A sym-

bolic link is essentially a file that holds a path, which is created with SYMLINK and can be read

with READLINK. MKNOD similarly creates a new type of special file that consists of a major and

minor device number. Specifying these operations would require mostly mechanical changes

to the specification to accommodate the new file types. LINK is more complicated because in

addition to tracking the link count of every file in the state, the specification for REMOVE needs to

say that the link count is decremented and that the file is deleted if its link count drops to zero.
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Category Operations Verified

File and directory ops GETATTR, SETATTR, READ, WRITE ✓
CREATE, REMOVE, MKDIR, RENAME ✓
LOOKUP, READDIR ✓

Unsupported features READLINK, SYMLINK, LINK, MKNOD ✗
READDIRPLUS, ACCESS ✗

Configuration FSINFO, PATHCONF, FSSTAT ✗
Trivial operations NULL, COMMIT ✓

Figure 6-6: NFS API and which operations DaisyNFS supports and verifies.

The current implementation of READDIR always returns the entire directory, which is imprac-

tical for large directories; NFS supports a paginated API, where READDIR returns some directory

entries and then an offset to resume iteration. The complication with this API is that the direc-

tory could change between reads, so the interface has provisions to handle this kind of iterator

invalidation and the specification would need similar adaptations. We believe it would be possi-

ble to adapt the work in SibylFS [82], a specification for the POSIX file-system API, which gives

a specification for the analogous readdir system call. DaisyNFS does not support READDIRPLUS,

which differs from READDIR only in that it also returns attributes along with names and inode

numbers.

6.3.2 Specifying correctness for DaisyNFS

The previous section (section 6.3.1) defines the transition system for NFS, which this section

relates to the actual DaisyNFS implementation in order to define correctness. The definition uses

the ideas from sections 5.2.1 and 5.2.2, namely the definition of refinement and the definition

of Go〈X〉, where X is instantiated separately with both the Txn and NFS layers. Go〈NFS〉 has a

primitive for each operation supported by DaisyNFS, and the semantics of these primitives is

defined to be the NFS transition system written in Dafny. Implicit in such a semantics is that

each operation is atomic both with respect to other threads and on crash.

With the NFS layer we can model a server loop that recovers the file-system state, then

repeatedly accepts a new request, processes it with the appropriate NFS transition, and sends

the reply back. Let us denote this server loop with sNFS : Go〈NFS〉. Note that when this (abstract)

server processes an NFS operation, it does so by definition atomically, and its state is again by

definition preserved on crash. sNFS can be viewed as an abstraction of the following pseudo-code

that represents the essence of the real daisy-nfsd binary:
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1 // this is the core of daisy-nfsd

2 func main() {

3 tx := txn.Recover()

4 fs := filesys.Recover(tx)

5 for {

6 req := GetRequest()

7 go func() {

8 switch req.Op {

9 case CREATE:

10 ret := fs.CREATE(req.Args)

11 SendReply(req, ret)

12 case LOOKUP:

13 ret := fs.LOOKUP(req.Args)

14 SendReply(req, ret)

15 // ... other cases ...

16 }

17 }()

18 }

19 }

This code starts by recovering the state of the system, starting with the transaction system

on line 3 and then continuing on to the file-system state on line 4. Then it repeatedly accepts

new requests from the network, abstracted with GetRequest() (including parsing the NFS wire

protocol). These requests are each processed in a background thread due to the goroutine

spawned on line 7. The processing for each request dispatches to the appropriate file-system

operation (e.g., lines 10 and 13). The implementations of these operations are compiled from

Dafny to Go and then linked with the transaction system.

The term sNFS represents the abstract version of this loop where, for example, the entire call

to fs.CREATE is an atomic primitive. In the Dafny code, this corresponds to an entire method

that calls the GoTxn API. We can think of each method as having a corresponding GooseLang

term that represents its implementation at the Txn layer of abstraction, for example CREATE :

Go〈Txn〉 might model the fs.CREATE method. These constructions are all for the sake of the

proof argument; it is part of the assumptions of the proof that every method can be modeled

using GooseLang. Next, let sdfy denote the same overall server dispatch loop with methods at the

GoTxn abstraction level. Finally, the lowest-level model of the server is derived by combining the

Dafny implementation with the actual GoTxn implementation, which we write as link(sdfy,txn).

link(sdfy,txn) and sNFS are both models of the daisy-nfsd server binary’s behavior. The

former is a model of its implementation running on top of a disk, while the latter is its specifica-
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tion at the level of NFS methods. These two together are enough to state the overall DaisyNFS

correctness theorem:

Theorem 6.1 (DaisyNFS correctness). link(sdfy,txn)⊑ sNFS; that is, the DaisyNFS code follows

the NFS specification. Initialization requires initializing the transaction system on an empty disk

and then running the Init constructor for the file-system. Subsequently the system boots by

recovering the transaction system and then the file system with its Recover constructor.

This theorem connects the server’s implementation at the disk layer, link(sdfy,txn), which

combines a model of the Dafny code with the GoTxn implementations, to the most abstract

version of the server sNFS which by definition atomically processes operations, preserves data

on crash, and follows the NFS state machine written in Dafny. Section 6.4 explains how this

specification is proven. The basic idea is that the Dafny reasoning relates sdfy to sNFS with a

sequential proof, and GoTxn guarantees that sequential reasoning for transactions is sufficient

to guarantee the whole system satisfies concurrent, crash-safe refinement due to the atomicity

of every transactions.

6.4 Verifying DaisyNFS using Dafny

A key contribution of DaisyNFS is a proof structure that isolates concurrency and crash reasoning

to the transaction system. The proof works in two steps. First, a simulation transfer theorem

extends GoTxn’s transaction refinement to show how transactions enable sequential reasoning

for an arbitrary system implemented on top (section 6.4.1). Second, simulation transfer is

applied to DaisyNFS and its sequential reasoning carried out in Dafny (section 6.4.2).

6.4.1 Simulation transfer

The GoTxn specification from section 5.2 uses transaction refinement to capture that transac-

tions are atomic in the sense that every interleaved execution has a corresponding execution

where each transaction runs all at once. This section describes a simulation transfer theorem,

proven in Coq, that uses transaction refinement to show how GoTxn enables sequential reasoning

for a system implemented with transactions on top.

The idea behind the simulation transfer specification is to express that a system verified

using sequential reasoning for each transaction is also correct when run concurrently through

GoTxn — intuitively, this follows from the atomicity provided by transaction refinement. To

make this precise, we define formally what we mean by “sequential reasoning”. Suppose we

have an implementation of layer S using operations from T . The implementation i consists

of a function i(op) : Go〈T〉 for each operation op ∈ S. The statement seq_refinement〈T, S〉(i)
says that i is a correct sequential implementation of S using T . The effect of each operation is
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given by a transition relation σ
op
⇝ σ′ that is part of the layer S. To specify correctness under

crashes, the definition of sequential refinement refers to crash(σ,σ′), which is a layer-specific

crash transition that models, for example, clearing the contents of memory.

Definition. The implementation i : S→ Go〈T〉 is a sequential refinement, written

seq_refinement〈T, S〉(i), if there exists an abstraction relation R : ΣS → ΣT → bool such that:

(1) for every operation op ∈ S, the following sequential Hoare triple holds:

{R(σ)} i(op)
¦

∃σ′. R(σ′)∧σ
op
⇝ σ′
©

,

(2) init(σS ,σT ) implies R(σS ,σT ), and

(3) if R(σS ,σT ) holds and crash(σT , σ′T ), then there exists a σ′S such that R(σ′S ,σ′T ) and

crash(σS ,σ′S).

Conditions (1) and (2) in this definition are standard for sequential verification of refine-

ment, while condition (3) is a condition for sequential crash-safety [11, 86]. Though condition

(3) requires the abstraction relation to be preserved by crashes, the proof engineer does not

have to reason about crashes in the middle of operations. The diagram in fig. 6-1b depicts the

main refinement condition (1) diagrammatically.

The simulation transfer theorem takes a proof of sequential refinement conditions for a sys-

tem implemented using transactions and derives a concurrent and crash-safe refinement. Like

transaction refinement, it is stated as a theorem about an arbitrary program p : Go〈Sys〉 using the

specification-level API. To model that program using the transactions given by implementation

i, we write link(p,atomically ◦ i). The function (atomically ◦ i)(op) = atomically { i(op) }
wraps the implementation i(op) in an atomically block. Physically this atomically block corre-

sponds to running code in a pattern like the following, written using Go’s support for generics:

type txnBody[T any] func(tx *Txn) (T, bool)

func runTxn[T any](f txnBody[T]) (v T, ok bool) {

tx := Begin()

v, ok := f(tx)

if ok { tx.Commit() } else { tx.Abort() }

return v, ok

}

In order for simulation transfer to work, every transaction must satisfy some conditions

to ensure atomicity. We write safe(i(op)) to say that i(op) is a valid transaction. The main

restriction is that i(op) cannot access global state such as the heap, since the transaction system

does not make such accesses atomic; further details are discussed in section 5.2.3.
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Theorem 6.2 (Simulation transfer). Let Sys be a layer implemented using transactions with

i : Sys→ Go〈Txn〉, such that seq_refinement〈Go〈Txn〉, Sys〉(i) and ∀op. safe(i(op)) hold. Then

∀p : Go〈Sys〉, link(link(p,atomically ◦ i),txn)⊑ p.

The theorem is about a program p using some API Sys, such as the server loop for DaisyNFS

seen in section 6.3.2, and an implementation i of this API. The conclusion is a refinement that

uses p as the specification; recall that the semantics of p defines all of the Sys operations to

be atomic at this layer. The left-hand side is the executable code for this program, derived

by composing two functions: first link(p,atomically ◦ i) takes each abstract operation op in

p and replaces it with atomically { i(op) }, and second link(link(p,atomically ◦ i),txn) takes

the result of this process and further replaces atomically { i(op) } with executable code that

uses the GoTxn implementation for each call to the Txn API and the runTxn pattern above to

make the snippet atomic. The overall refinement says that this executable code has a subset of

behaviors of p, so that each operation is not only atomic but follows the abstract specification

of the Sys layer.

Simulation transfer is stated and proven in Coq. The proof builds on top of transaction

refinement. For every execution of the code, transaction refinement promises a corresponding

atomic execution of link(p,atomically◦i), and the sequential refinement assumption is enough

to show that the transactions correctly simulate p at the Sys abstraction level.

6.4.2 Using simulation transfer with Dafny

Simulation transfer reduces verifying DaisyNFS’s correctness to reasoning about the transaction

that implements each NFS operation. Because this reasoning is sequential, we carry it out in

Dafny [61], a verification-oriented programming language. Let iNFS : NFS→ Go〈Txn〉 denote a

model of the Dafny implementation of each NFS operation, as a program using the GoTxn inter-

face. Note that this is merely a hypothetical model of the Dafny code, since Goose does not sup-

port enough of Go to explicitly construct these terms in GooseLang. The Dafny annotations on

these methods prove sequential refinement conditions that we will denote seq_refinementdfy(i),

as illustrated in fig. 6-9. This sequential refinement is indexed by “dfy” to indicate that it refers

to what is proven in Dafny. It is intended that this obligation captures seq_refinement(i) from

the simulation-transfer theorem, but using a formal distinction allows to say that the connec-

tion between these definitions is trusted. Dafny checks the following lemma that iNFS is correct,

which will eventually be used to show the overall DaisyNFS correctness theorem:

Lemma 6.3. seq_refinementdfy(iNFS) holds, as checked by Dafny.
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class Filesys {
// the external abstract state
ghost var data: FilesysData;
var txs: TxnSystem;

// abstraction relation that relates txs.disk to data
predicate Valid() { ... }

// see text for these signatures
constructor Init() { ... }
constructor Recover() { ... }

method GETATTR(ino: uint64) returns (r: Result<Attrs>)
requires Valid() ensures Valid()
ensures GETATTR_spec(old(fs), fs, ino, r) { ... }

// ... methods for other NFS operations ...
}

Figure 6-7: Outline of how the Dafny proof is expressed.

We now state more formally what seq_refinementdfy means. The Dafny code is implemented

as a class with ghost variables for its abstract state and an invariant that expresses the proof’s

refinement relation R between the abstract state and its concrete state (which is limited to

constants and the transaction system’s logical disk). The top-level interface is outlined in fig. 6-

7. Condition (1) in the definition of sequential refinement is encoded exactly in Dafny, using

requires and ensures clauses. Condition (2) for initialization and condition (3) for crashes

relate to the Dafny code in a slightly more subtle way.

To describe how Dafny encodes this form of refinement, we start by describing its specifi-

cation transition system in more formal detail. The specification transition system is a triple

S = (Σ,M,δ) where σ ∈ Σ is a set of states, m ∈M is a set of operations,2 and δ is a relation,

where δ(σ, m,σ′, v) is true when in state σ operation m can transition to σ′ and return v. To

simplify the notation, the transition system has a special operation crash ∈ M to represent a

crash transition.

To define S, we build on a subset of its transitions S̃ that only defines the methods of the

Dafny class. A state σ ∈ Σ̃ of this sub-transition system consists of the values for all the ghost

variables that define the API; in the case of the file system this is just the data field of type

FilesysData, which was defined in fig. 6-4. Each NFS method and its arguments is an operation

m ∈ M̃, and predicates like GETSZ_spec define the transition relation δ̃. Building on S̃, we can

2We use the metavariable m to suggest that these are methods.
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now define S by incorporating initialization and recovery, which are implemented in Dafny as

constructors Init and Recover. Constructors are needed to set up the system’s global constants,

and to initially establish the abstraction relation. Below we define S in terms of S̃. To write

down the definition of δ, we use σ
m
−→
v
σ′ to mean that δ(σ, m,σ′, v) is true, and let δ implicitly

be false elsewhere if not specified.

Σ ≜ UnInit | Running(σ : Σ̃) | Crashed(σ : Σ̃)
M ≜ Init | Recover |Method(m : M̃)

δ ≜ Running(σ)
Method(m)
−−−−−−−→

v
Running(σ′) when σ

o
−→
v
σ′ (in δ̃)

UnInit
Init
−−→ Running(σ0)

Crashed(σ)
Recover
−−−−→ Running(σ)

Running(σ)
crash
−−−→ Crashed(σ′) when σ

crash
−−−→ σ′ (in δ̃)

UnInit
crash
−−−→ UnInit

Crashed(σ)
crash
−−−→ Crashed(σ)

Figure 6-8: Defining the specification transition system S for the Dafny code, in terms of S̃ which
only defines the transitions for the methods.

The transition system S embeds S̃ in the transitions over Running(σ), and these are the

usual transitions during normal operation. However, the Dafny code has to transition into the

Running(σ) state in two places: first the Init operation starts the system in state σ0, and fol-

lowing a crash, the system generally transitions from Running(σ) to Crashed(σ). The system

has to be restored to its usual running state in order to use any methods.

In the Dafny code, Running(σ) corresponds to when there is an instance of the Filesys

class. The formal Init and Recover operations are special insofar as they are implemented as

constructors Init and Recover, which set up the system’s global constants and create the instance

in the first place.

The Dafny code implements the initialization using a NewTxnSystem method that creates

a fresh instance of GoTxn and sets up its initial object schema, as described in section 5.5.1.

The Init constructor establishes the class invariant Valid() starting from nothing, implicitly

assuming that the disk is all-zero to be ready for initialization. It promises an initial file-system

abstract state σ0 with just a single root inode (the attributes include a time stamp and are thus

not fully specified):

constructor Init()

ensures Valid()

ensures exists attrs0 ::
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&& init_attrs(attrs0)

&& data == map[1 := Dir([], attrs0)]

The Recover constructor has a more interesting verification story. According to S above, it

is permitted to assume that when recovery runs, the system starts out in the state Crashed(σ).
The only difference between Crashed(σ) and Running(σ) as far as the simulation is concerned

is that in Crashed(σ), the Filesys instance is no longer accessible in memory — the system

always maintains an abstraction relation fs.Valid() that relates the physical state (txs.disk

in the Dafny code) to the abstract state (the data ghost field). The proof of recovery shows it

transitions from Crashed(σ) to Running(σ), expressed in Dafny with the following specification:

constructor Recover(txs: TxnSystem,

ghost fs: Filesys)

requires fs.Valid()

requires txs.disk == fs.txs.disk

ensures Valid()

ensures data == fs.data

The specification takes a ghost fs that satisfies the invariant, as well as an assumption that

the transactional disk from GoTxn is the same as the one for the old file system. The former is

true since the system is in the state Crashed(σ), and the latter is due to the transaction system’s

specification defining a crash as a no-op on the logical state. In order to transition to the state

Running(σ), recovery returns a fully initialized file system (implicit in the fact that this is a

constructor), which satisfies the abstraction relation Valid() and has the same underlying state

σ as before (written data == fs.data in Dafny). The proof of recovery is not that involved,

since all that must be verified is that recovery restores the global constants of the file system

to their old values, which is implemented by storing them on disk during initialization in a

fixed-location file-system super block and reading them back in the recovery procedure.

The methods in Dafny are verified with the usual pre- and post-conditions. By virtue of

being methods, they implicitly assume that the system in the state Running(σ); the Filesys

object must be initialized to call any method on it. Initialization and recovery implicitly require

that the user follows the protocol above; specifically initialization must be called only once, and

subsequently recovery should be used to restore the previous state. The code tries to check

these assumptions: for example, the super block contains a “magic number” (a fixed, initially

randomly chosen 64-bit integer) and recovery fails if the super block has the wrong magic num-

ber, indicating an attempt to recover from a disk that has not been initialized. Ext4 implements

a similar feature to prevent mounting an invalid image.

We can now take simulation transfer and the Dafny proof and combine them to get the

overall DaisyNFS correctness theorem:
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method CREATE(d_ino: uint64,
name: Bytes)

returns (r: Result<Ino>)
requires R(txn_disk, fs)
ensures R(txn_disk, fs)
ensures r.Ok? ==>
nfs3create_spec(d_ino, name,
old(fs), fs, r.v)

Figure 6-9: Illustration of seq_refinement(iNFS) (left) and its encoding in Dafny
seq_refinementdfy(iNFS) (right), for one particular operation. In the diagram, the solid
parts are assumed, and the dashed parts must be shown to exist. The complete Dafny spec is
more precise about errors.

Theorem 6.1 (DaisyNFS correctness, restated). DaisyNFS atomically implements the NFS pro-

tocol, formally stated as the refinement link(sdfy,txn)⊑ sNFS. Note that sdfy = link(sNFS, iNFS).

The system must be initialized with the Init constructor on an empty disk, and then after every

reboot re-initialized with the Recover constructor.

This theorem re-states the specification developed in section 6.3.2. Its proof is a simple

on-paper argument that connects theorem 6.2 (which assumes a sequential refinement) to the-

orem 6.3 (which proves this sequential refinement). Figure 6-10 illustrates the intuition for this

theorem in terms of an example execution of sNFS: the transaction system proof guarantees an

atomic execution while the sequential refinement guarantees the transactions themselves are

correct.

There are two assumptions needed for the theorems to compose. First, seq_refinementdfy(iN FS)

should imply seq_refinement(iN FS), to bridge the premise in simulation transfer and the theo-

rem being proven in Dafny. That is, the encoding of the refinement conditions in Dafny must

be correct, but also the semantics of the transaction system operations modeled in Dafny must

match the Coq proof. Second, every Dafny transaction must be safe, that is safe(iN FS(op))must

hold. Safety has a static restriction that transactions should not modify global state, which the

Dafny code satisfies because the only mutable state in the file-system Dafny class is the transac-

tion system, so file-system operations cannot make mutations other than through GoTxn. The

dynamic restrictions for safety are expressed with preconditions on the GoTxn interface so that

Dafny automatically enforces them.

6.5 Verifying the Dafny implementation

Section 6.4.2 explains how DaisyNFS connects sequential verification in Dafny to concurrency

and crash safety in GoTxn. This section focuses on the sequential verification and file-system
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Figure 6-10: Illustration of the DaisyNFS proof strategy in terms of one possible execution
of DaisyNFS, receiving parallel MKDIR and LOOKUP operations, at its three abstraction levels.
Operations in each row are color-coded green or orange according to which operation they
correspond to (the top-level MKDIR or LOOKUP respectively). The refinement proof first shows that
for every code execution (bottom row), there exists an atomic execution at the Txn layer (middle
row), as proven in theorem 5.1. This justifies sequential reasoning to show the transactions on
top follow the NFS specification (top row), as proven in theorem 6.3. Putting the two together,
theorem 6.1 shows the entire DaisyNFS server atomically implements the NFS specification.

Layer Functionality

daisy-nfsd NFS wire protocol.
dir Directories and top-level NFS API.
typed Inode allocation.
byte Implement byte-level operations using blocks.
block Gather blocks for each file into a single sequence.
indirect Indirect blocks organized in a tree.
inode In-memory, high-level inodes; block allocation.
txn Assumed interface to external transaction system.

Figure 6-11: Layers in the Dafny implementation and proof of the file-system operations.

design themselves.

DaisyNFS is implemented and verified in several layers of abstraction, depicted in fig. 6-

11. Each layer is implemented as a class that wraps the lower layer as a field, until finally the

transaction system is an assumed interface in Dafny. The daisy-nfsd binary implements the NFS

wire protocol in unverified Go code and calls the top-level Dafny class and its verified methods

to handle each operation.

The layers of the file system can be organized into groups that implement three difficult

pieces of functionality: organizing data blocks into metadata and data (the indirect and block

layers), translating byte-level operations into block operations (the byte and typed layers), and

implementing directories as special files that the file system itself reads and writes (the dir

layer). The modularity was essential to complete the proof in manageable chunks (to avoid

103



Chapter 6. DaisyNFS, the file system

overwhelming both the developer and prover), and these intermediate interfaces would have

been natural to implement even without verification.

6.5.1 Implementing the file system using transactions

Aspects of the design of DaisyNFS are similar to the file system in xv6 [22], as well as Yg-

gdrasil [86], a verified sequential file system. We also adopt the recursive strategy for imple-

menting and verifying indirect blocks from DFSCQ [54]; recursion simplifies the implementation

of triply-indirect blocks, which are needed to reach a reasonable maximum file size of 512GB.

Unlike most file systems, DaisyNFS is designed to fit every operation into a transaction in order

to support our goal of sequential reasoning. This is a non-standard design and we encoun-

tered some unique challenges in doing so. In this section we highlight difficulties in fitting two

features into transactions: rename and freeing space from deleted files.

Rename

The NFS RENAME operation is similar to the rename system call: it moves a source file or directory

to a destination location. What makes it tricky is that it involves more than one inode and

hence introduces the possibility for deadlock. We use the standard strategy of enforcing a global

ordering where inodes are always locked in numerical order (smaller inode numbers first); this

avoids a deadlock where a cycle of threads is waiting on each other.

In a rename operation, the source and destination are each specified by a combination of the

parent directory inode and name within that directory. Rename has an additional functionality

of overwriting the destination if the source and destination are files, or if both are directories and

the destination is empty. It is this overwrite-compatibility check that makes deadlock avoidance

difficult: it is necessary to lock the source and destination directories first to lookup the source

and destination names, but those might be files that are earlier in the inode lock order. We

address this in the code by returning an error from the Dafny transaction before the lock order

would be violated. The error comes with the set of inodes that should have been acquired. The

rename is then re-run with this set of inodes as a lock hint, and they are all acquired in the

correct order at the beginning of the operation. The inodes to lock are only a hint and must be

compared against the current source and destination, in case those inodes have changed since

the last transaction. The overall rename operation runs in a loop until the locking succeeds; the

loop is potentially unbounded, but each iteration can only fail due to concurrent renames that

involve the same inodes.

At this point it is worth discussing the performance considerations that lead to handling lock

ordering in the file system, rather than generically in GoTxn. The transaction system could avoid

deadlocks by either enforcing a global order over addresses or by timing-out operations. Enforc-
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ing a global order is inefficient for the file system; data blocks will never cause deadlock because

the file system only accesses a block after locking the (unique) inode that contains it. Timing-

out operations would lead to slow and spurious transaction failures that could more rapidly be

avoided in the higher-level code, hence we do not attempt to detect deadlock dynamically.

Freeing space

Freeing space becomes surprisingly tricky with large files. The problem is that a large-enough

file may reference too many blocks to be freed in a single transaction. Transactions are bounded

by the size of the on-disk log (which can hold 511 blocks), whereas freeing a file requires writing

zeros to the block allocator for all of its formerly used blocks to mark them as free. DaisyNFS

handles this issue by splitting file removal and space reclamation into separate transactions.

The latter is implemented with an operation ZeroFreeSpace(ino) which frees and zeros the

unused space in an inode that we prove has no effect on the logical file-system state. Because

this operation is a logical no-op, it is safe to call it at any time.

The implementation is careful to call ZeroFreeSpace after any operation that leaves unused

blocks, in particular REMOVE, which deletes a file, and SETATTR, which can shrink a file by reducing

its size. Since ZeroFreeSpace doesn’t affect the user-visible data, it can return early to avoid

overflowing a transaction. The unverified code that manages freeing space runs the operation

in a loop until it covers all of the unused space in an inode.

There is one case where freeing blocks is important for correctness and not just to reclaim

space. Growing a file is supposed to logically fill the new space with zeros. If the file had old

data in that space, it might not be zero but instead contain previously written and deleted data,

which both violates the specification and is a potential security risk. The way we handle this

with background freeing is with validation: when the SETATTR operation grows a file, it checks if

the free space is already zero first, and if not fails with a special error code. The unverified code

uses this error as a signal to immediately call ZeroFreeSpace and try the operation again. The

same support also handles holes created by writing past the end of a file, which are similarly

supposed to be zero.

The freeing implementation is an interesting example of using validation in verification. The

specification for much of the freeing code is loose, allowing any data to be written to the free

space. Only the code that checks if the zeroing is done needs to be verified against a strong

specification. The rest of the code does still needs to be correct for this check to succeed, but

we aren’t required to prove it.
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6.5.2 Verifying the indirect block implementation

DaisyNFS supports large files using indirect blocks. A file’s inode has a fixed number of ad-

dresses for block addresses, some of which are used as indirect blocks that hold another layer of

addresses rather than direct blocks that have file data. A single level of indirection is insufficient

for a practical file system, so DaisyNFS implements support for arbitrarily indirect blocks, and

in practice the file system uses up to triply-indirect blocks to support files up to 512GB.

The indirect and block layers together implement an abstraction of a file as a sequence of

blocks, hiding the fact that some of the blocks are used as metadata. These sequences are always

of the maximum size, and only the next layer reasons about file sizes. To efficiently represent

files of the maximum size, the code uses a convention that a zero block address is treated implic-

itly as encoding a zero block, including for indirect blocks, an idea borrowed Alex Konradi’s work

on DFSCQ, a sequential verified file system [54]. Indirect blocks are implemented recursively,

where a k-indirect block is always treated as containing 512 pointers to (k− 1)-indirect blocks,

and a 0-indirect block contains file data. Zeros are also treated recursively so that a single zero

in an inode for the root of a triply-indirect block efficiently stores a whole tree corresponding to

many gigabytes of zeros.

An inode has space for twelve 64-bit block addresses, after accounting for space used by its

attributes and type information. In principle all of these addresses could be used uniformly as

triply-indirect blocks. However, this would create a lot of indirection and lower performance

for the common case of small files. Thus instead of organizing them in this way, the code uses

a range of indirection, with mostly direct blocks and a handful of indirect blocks. To keep the

code general, the indirection level of each of the twelve blocks is given in a global indirect-block

configuration, and most of the code is generic over the configuration. We currently configure

DaisyNFS with 8 direct blocks, two indirect blocks, a doubly-indirect block, and a triply-indirect

block. Just the direct and indirect blocks can address 4 MB fairly efficiently, but the triply-

indirect block allows files to be large (up to 512 GB).

Indirect blocks pose a challenge for verification due to the classic problem of aliasing. The

proof must show that modifying a data block or indirect block has no effect on other files. In the

DFSCQ proof, the invariant captures the non-aliasing between files using separation logic, which

makes disjointness easy to express. In Dafny we have no such logical technique, so we instead

use a standard SMT-friendly trick for the invariant: in addition to the physical mapping that

tracks how to dereference a block address, the indirect layer proof tracks a ghost reverse mapping

that tracks where each in-use block number is stored. The invariant states that the forward and

reverse mappings are inverses of each other, which implies that modifying an address only affects

its owner and nothing else.

To encode the reverse mapping, the code uses a “position” datatype Pos to represent the

location of a block within an inode. With indirect blocks, the metadata blocks themselves also
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need to be considered locations, since the invariant must also rule out aliasing between metadata

and data. A Pos encodes an inode, an indirection level, and an offset within that indirection

level to uniquely identify where a block is used. If we imagine that an inode’s block pointers are

organized in a tree, the roots are stored directly in the inode while the leaves are direct blocks.

An indirection level which is higher than the leaf level describes a metadata block.

The indirect block proof is split into the indirect and blocks layers. In the indirect layer, the

abstract state maps a Pos to the 4KB data block stored there, and separately tracks the size and

attributes of each inode. The invariant also expresses that the block allocator’s used blocks have

an associated Pos and that the free ones do not. The interface for the indirect layer exposes

reads and writes for positions, regardless of whether they are metadata or data blocks. The

block layer above instead exposes a map from inode number to a flat sequence of blocks by

mapping each leaf position to its linear index within the inode. Separating these two made it

easier to work on the indirect layer while exposing a much more natural abstraction of a file as

a sequence of blocks for the rest of the file-system implementation.
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Goose, a tool for verifying Go code

This chapter is about Goose, which solves a practical problem of connecting formal reasoning to

efficient code. The developer writes code in Go, uses the goose translator to convert the code to

a model in the Coq proof assistant, then carries out the proof on top of the model in the Perennial

logic. Goose encompasses the entire process: it includes the translation tool itself, the way it

models Go code, and the reasoning principles for proving properties of translated Go. (We will

also use “Goose” in some places to refer to the subset of Go supported by the translation tool.)

Previously chapter 5 discussed the GoTxn proof. GoTxn is implemented in Go; Goose is the

system that allows us to verify its implementation. The proof is carried out in the Perennial

logic, described in chapter 3. The description of Perennial is language-independent because the

program logic can be used to reason about any programming language modeled in Coq. To

verify GoTxn, we instantiate Perennial with GooseLang, the language that Goose provides to

model Go code.

This description of Goose is written to be accessible to someone relatively new to verifica-

tion or systems research. The hope is that others can learn from this approach to modeling

and verifying code, and apply it to other languages and domains. Some familiarity reading pro-

gramming language semantics will be helpful to appreciate section 7.4, but fully understanding

that section is not needed to understand the overall idea and reasoning principles in the other

sections. Section 7.5 gives specifications in separation logic, starting with enough introduction

to understand their intuitive meaning.

The chapter is intentionally fairly independent of the rest of the thesis, in case the reader is

not interested in the specifics of the Perennial logic or the file system, and since there is no pub-

lished paper describing the details of how Goose works or its reasoning principles. Concurrency

is an important part of the Goose model, though pleasantly enough it doesn’t complicate the

sequential parts of Goose. Crash-safety concerns do not show up here since crashes are modeled

simply by stopping execution and wiping out all of the state except for the disk, which does not
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relate to the specifics of Go. Goose is not specific to GoTxn and can handle a much broader

range of Go than that single codebase.

7.1 Goals and motivation

There are three main goals for Goose: supporting efficient code, soundness for the translation

process, and convenient reasoning. The subset of Go that Goose supports is intended to enable

writing and verifying high-performance code. Goose is sound if the model captures the behaviors

of the code, which is required for the proofs to say something meaningful about the executable

Go code. If the model misses some buggy behavior in the code, then a correctness proof wouldn’t

mean anything about the code. Finally, Goose aims to make reasoning convenient by developing

reasoning principles for the model of Go primitives like structs, slices, and maps.

There are alternate setups for verification where the connection between the proofs and the

code is not given by a model and translation. Goose supports efficient code both by connecting

to ordinary Go, which benefits from the Go compiler and runtime, and by supporting a variety

of features. Sometimes efficient code is more complex to prove, but this is a tradeoff the user

can make.

The design of Goose tries to achieve soundness through simplicity and careful choice of what

to model. There is sometimes a tradeoff between simplicity and supporting efficient code. If

a language feature is needed for good performance (for example, taking pointers to individual

struct fields), then Goose models it, even if the feature is complex. If a feature would only result

in more idiomatic code and modeling it seems subtle, then it might not be implemented (for

example, simple uses of defer could be modeled but aren’t because the feature is complicated

in general). The result is that Goose is generally pleasant and productive enough to write in,

but requires some practice for a Go programmer.

Convenient reasoning remains a goal for Goose, but not one that was always achieved. All

of the verified libraries are usable but pain points remain; some of these are simply a matter

of engineering effort or fixing bugs, but we have also found code patterns that weren’t well

captured in the reasoning.

7.1.1 Why Go?

Go is a convenient language for building verified systems. It is productive enough to build

systems that get good performance. The language is simple, facilitating a sound translation.

For our first goal, efficiency, Go has enough features to build good systems in. It has efficient

and useful built-in slice and map data structures. The runtime handles concurrency efficiently

and has good support for synchronization using locks and condition variables, allowing a low-

level implementation.
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There is also an advantage to Go as a programming environment rather than programming

language. The tooling for testing, debugging, and profiling is extremely good, making it easy

to fix bugs (before verification or in unverified code) and find performance problems while

optimizing. We were able to use low-level interfaces to the operating system to access the disk

— these are easier to understand in isolation, compared to understanding the combination of

a file-system library and the operating system’s behavior. Garbage collection simplifies writing

code, particularly with concurrency, and carries a relatively low performance impact due to the

efficient runtime.

For the second goal, soundness, it helps that Go is a simple language. The Goose translator

effectively gives a semantics to the source code; in a complex language this can be a daunting

task (such as attempts to formalize JavaScript and Python [37, 76]). It isn’t too difficult to

give Go a semantics, especially the Goose subset. Go’s tooling helped, including libraries for

parsing and type-checking Go source code. Not only do these libraries save time in implementing

Goose, they greatly improve reliability since they are written by experts (the Go compiler team,

extracting code from the compiler itself).

7.1.2 Why not C or Rust?

C is not too different from Go as a basis for Goose, as long as the comparison is to a useful

subset of C and not the entire language (as it is with Goose). The main differences are the need

to implement and verify manual memory management for proofs on top, and that it would be

more challenging to parse and type-check C code.

Using Rust as a source language seems attractive but would likely not be much better than

Go from a verification perspective. One subtlety is that while the source code is type checked,

the model is an untyped program. It would be difficult to take advantage of the fact that the code

is type-checked, and thus the proof engineer would anyway re-prove memory safety in the same

way as Goose requires with Go. Recent approaches for verifying Rust like RustHorn [66] and

RustHornBelt [67] show promise for giving a model that benefits from Rust’s unique type system

guarantees. There would still remain the practical benefit of Rust helping prevent memory

safety and concurrency bugs, which is better for fixing the code than carrying out the proof and

discovering issues during verification.

Another difficulty with Rust would be the size and complexity of the language — the subset

supported might be restrictive enough that the experience no longer feels like Rust. For example,

the Vec<T> type has 152 methods without even including trait implementations. Using any of

these methods would require assuming a semantics for it, which is trusted to be sound (that

is, getting the semantics wrong could compromise the whole verification). Thus in practice

the expansive standard library would mostly not be available; for soundness only a core subset

would be modeled and the rest manually implemented and verified.
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7.2 Related work

There are several areas of related work. First and foremost Goose is an approach to verifying

executable programs, so this section discusses alternate approaches. Second, Goose implicitly

gives a semantics to Go, and there are related projects giving semantics to other programming

languages.

7.2.1 Verification approaches

At a high level, all verification systems need to solve the problem of connecting the world of

the proof assistant to the “real world” that runs the code. The proofs are always over a model

of the code, and the theorems are always contingent on the assumption that the running code

has been modeled correctly. The approach imposes some requirements on the code that can be

written and how proofs are written. Thus each approach makes a tradeoff between how efficient

verified code can be, soundness, and convenient reasoning, as outlined above in section 7.1.

There are basically three ways to verify programs (with several interesting caveats). We

can translate code to a model (as in Goose), pretty-print a model to code, or compile from a

language intended for both verification and implementation. In addition, verified compilation

and translation validation can implement parts of the translation process from model to code in

a verified way; this can usefully make reasoning more convenient without sacrificing soundness.

It is easiest to understand this characterization in the context of concrete examples. Goose

translates from Go code to a model in Coq. Both CFML [14] and hs-to-coq [87]work in a similar

way, for OCaml and Haskell respectively. Fiat-Crypto [29] prints a model of C code to a string

with source code that is then compiled with a C compiler. Programs in Dafny [61] are typically

run using Dafny’s built-in compiler (which has backends for C#, Java, JavaScript, and Go at

the time of this writing). Similarly, languages like Coq and F⋆ have support for extraction that

translate functional programs in those languages to something executable like OCaml.

There are approaches that are somewhere in between using built-in compilation and writing

code in a model. For example, FSCQ [17] uses Coq extraction, but it works from a model of I/O

interaction that is implemented by combining the extracted code with a Haskell library. This

combines Coq’s extraction (compilation) with translating from a model to code. For F⋆, there is

a specialized toolchain called KaReMeL [78] that targets a subset of F⋆ called Low⋆ and extracts

imperative C code.

Verified compilation can reduce trust when using either approach. VST [8] in its most basic

form looks like a code-to-model translation, using a tool called clightgen to translate C code to

an abstract syntax tree (AST) in Coq, which the user can then specify and verify in VST. However,

it is then possible to run this AST through the CompCert verified compiler and produce assembly

code (or more specifically, a model of assembly represented in Coq). The proof is then over this
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assembly model, which is pretty-printed and compiled with an assembler to run it. While the

user writes C code, this system only requires trusting the model of assembly. On the other hand,

the performance of the code is determined by the quality of the CompCert compiler.

Verified compilation is used in a way similar to VST in Vale [5, 32]. Code is written in a

specialized assembly-like language called Vale, with proof annotations. This is then compiled to

Dafny or F⋆ (Vale has backends for both) where the proofs are carried out before finally being

printed back down to assembly. Vale supports verifying highly efficient assembly code, but this

code pays a price in being harder to verify.

Cogent [1, 71] also uses a form of verified compilation known as translation validation to

make proofs easier without compromising on soundness. Code written in the Cogent language

(an imperative language with linear types) is translated to a model in Isabelle/HOL along with

a functional specification for the code and a proof of correspondence. Thus the user can write

proofs on top of the functional specification, but the proofs are about an imperative model of

the code.

7.2.2 Modeling programming languages

Goose gives a semantics to a subset of Go. Each function in Go is translated to a term in Goose-

Lang, which has a semantics in Coq in the form of a transition system. Giving a semantics to a

real-world language is interesting in its own right, not just for verifying code in that language.

Many similar semantics efforts are focused on the goal of completeness, in order to understand

how all of the language features interact.

Featherweight Go [35] gives a semantics to a core subset of Go, for the purpose of reasoning

precisely about adding generics to Go (this paper influenced the final design for Go’s generics,

which were added to Go 1.18 and released in March 2022). The purpose of this paper is quite

different from Goose, since it aims mainly to reason about Go’s type system rather than model

specific programs.

CH20 [57] is a fairly complete formalization of the C11 standard. CH20 defines C in opera-

tional and axiomatic styles, along with an executable semantics to test the semantics on (small)

concrete programs. All of these semantics are formally related to each other. Having multiple,

related semantics helps give confidence in each of them, since they independently express the

same thing in different ways.

VST [8] uses CompCert C to model C code. One similarity to Goose is support for structs in

terms of their individual fields. Both systems need to model the semantics of features like taking

a pointer to an individual struct field (as CH20 also handles). What sets VST and Goose apart

from CH20 is to also have reasoning principles for verifying code that uses structs in interesting

ways, such as structs where a subset of fields are protected by a lock.

RustBelt [49] is intended as a model of Rust code, at the Rust MIR (mid-level IR) level of
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abstraction. The modeling language in RustBelt, λRust, has many similarities to GooseLang, and

both are used together with Iris [48] and the Iris Proof Mode [58]. RustBelt has different goals,

being intended for reasoning about Rust as a whole rather than program verification. This is a

somewhat subtle difference: the goal in RustBelt is to prove properties about all λRust programs,

whereas we only prove correctness of particular GooseLang programs. As a result it is important

for λRust, together with its type system, to rule out programs that Rust does not allow, whereas

GooseLang is more expressive than Go with unsafe features like pointer arithmetic. Because

it has different goals, RustBelt also does not have an automatic translation from Rust to λRust;

instead, some important libraries have been translated by hand and verified using Iris.

Finally, WebAssembly is a rare example of a production language with a formal seman-

tics [38], and moreover it was designed with the formal semantics in mind.

7.3 High-level overview

The goal of the translation is to model a Go program using GooseLang, which is a programming

language defined in Coq for this purpose. That is, GooseLang is defined using expressions de-

fined in Coq, equipped with a semantics also given in Coq. Figure 7-1 gives a graphical depiction

of how Goose and GooseLang fit together. Section 7.4 gives a detailed and formal description of

GooseLang. Since GooseLang programs support references to model the Go heap, the semantics

is written in terms of transitions of (expression, heap) pairs where the heap maps pointers to

values. The intention of the translation is that the semantics of the translated function should

cover all the behaviors of the Go code, in terms of return values and effect on the heap. As long

as this is true, a proof that the translated code always satisfies some specification means that

the real running code will, too.

GooseLang is a low-level language, so many constructs in Go translate to (small) implemen-

tations in GooseLang. This implementation choice proved to be much more convenient than

adding primitives to the language for every Go construct. For example, a slice is represented

as a tuple of pointer, length, and capacity, and appending to a slice requires checking for avail-

able capacity and copying if none is available. Appending to a slice is a complicated operation,

and it was easier to write it correctly as a program rather than directly as a transition in the

semantics. The one cost to this design strategy is that an arbitrary GooseLang program is much

more general than translated Go programs — for example, GooseLang has support for pointer

arithmetic. This has no impact on verifying any specific Go program.

The extra generality of GooseLang is a downside when a theorem talks about an arbi-

trary GooseLang program, as shows up in the transaction system’s transaction refinement and

simulation-transfer theorems. In order to make these theorems true, they must rule out some

ill-defined GooseLang programs, which are not possible to produce by writing Go and translat-
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Figure 7-1: Pictorial representation of Goose’s translation. Goose supports a subset of Go, which
it translates to GooseLang. The target is more general, so not all of GooseLang can be produced
from Go code. GooseLang itself is embedded in the Coq proof assistant.

ing it to GooseLang. Both specifications make these assumptions using a standard technique

of using a type system for GooseLang developed in Coq, and encoding syntactic restrictions via

that type system.

An important aspect of GooseLang is supporting interactive proofs on top of the translated

code. The interactive proofs use separation logic, a variant of Hoare logic, so specifications de-

scribe the behavior of each individual function. In order to support verification of any translated

code, GooseLang comes with a specification for any primitive or function that the translated

code might refer to, including libraries like slices used to model more sophisticated Go features.

GooseLang has many “pure” operations that have no effect on the heap, due to many primitive

data types and operations (for example, there are 8-, 32-, and 64-bit integers, and arithmetic

and logical operations for each). The specifications for these operations are handled with a

single lemma, which is applied automatically with a tactic wp_pures.

Since our goal is to support interactive rather than automated proofs, it is helpful to make the

model simple to work with. The translation process maintains a strong correspondence between

the model and source code: each Go package translates to a single Coq file, and each top-level

declaration in the Go code maps to a Gallina definition (a GooseLang constant or function).

Goose has a special case for translating immutable variables to let bindings in GooseLang (rather

than allocating a pointer that will only be read). As a result, factoring out a sub-expression to a

variable has little impact on proofs.

The translation process sometimes translates a Go operation to a sophisticated model in

order to capture some corner-case behavior, for example in the model of slices described in

section 7.5.4. These complex models don’t have an undue affect on proofs as long as Goose’s

reasoning principles can abstract away the complexity for common cases. Section 7.5 walks

through several features of Go. Each subsection first describes a model that implements the

feature in GooseLang, which primarily aims to be faithful to Go. Next, the subsection describes
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Figure 7-2: Workflow for verifying code using Goose. The user writes the code and proofs on
top of the generated model. The model references libraries that model features of Go, which
come equipped with proof libraries to make proofs easier. The code is ordinary Go that can be
compiled, tested, and debugged with the usual Go tools. The proofs are all checked by the Coq
proof assistant.

reasoning principles we developed for that feature, in the form of separation logic assertions

(for example, to represent a slice) and Hoare triples (for example, to specify the behavior of the

append() operation). The goal for the model is to capture Go’s behavior, whereas the reasoning

principles aim to make proofs using the model practical. See fig. 7-2 for an overview of how the

code and proofs fit together when using Goose.

7.4 GooseLang syntax and semantics

GooseLang is an effectful, untyped lambda calculus, with mutable references and concurrency.

Defining the language involves defining a syntax in the form of expressions (section 7.4.1), and

a semantics for how those expressions execute in the form of a transition system (section 7.4.2).

The transitions also require some state, for example to track the value stored at each allocated

pointer. This section focuses on the low-level aspects of the language itself. Section 7.5 dis-

cusses how Go features are modeled on top of GooseLang, and the reasoning principles for

those models.

The basic unit of GooseLang is the expression e, which supports features such as recursive

functions rec f (x) = e and data types like tuples (e1, e2). GooseLang has a semantics for these

expressions in terms of the reduction relation (σ, e) ⇝ (σ′, e′) which says that e reduces to

(or “executes to”) e′ in the state σ, and the resulting state is σ′. This reduction relation is

lifted to describe not just a single expression but to a whole threadpool, a list of concurrently

executing expressions. One can think of each expression in the threadpool as representing the
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computation of a single thread, and each reduction step as modeling running the thread for one

transition. The semantics determines what primitive operations are considered atomic for the

purpose of concurrent reasoning. For a reader unfamiliar with the lambda calculus and formal

presentations of its syntax and semantics, one can find a detailed introduction in the textbook

Types and Programming Languages [74, Chapter 5].

7.4.1 GooseLang Syntax

Syntax

x , f ∈ Var
ℓ ∈ Loc
n ∈ U64∪U32∪U8
s ∈ String
ý ::= + | − | ∗ | = | < | . . .
ÿ ::= − | ToString | ToU64 | . . .

Val v ::= () | true | false | n | ℓ | s
| inj1 v | inj2 v | rec f (x) = e

Exp e ::= x | v | e e | rec f (x) = e
| if e then e else e
| Fork(e)
| (e, e) | π1 e | π2 e
| inj1 e | inj2 e | case e of inj1 x ⇒ e or inj2 x ⇒ e
| eý e | ÿ e | ArbitraryU64
| AllocN(e, e) | CmpXchg(e, e, e) | Load(e)
| PrepareWrite(e) | FinishStore(e, e) | StartRead(e) | FinishRead(e)
| Panic(s)
| 〈External〉

Derived forms and notation

λx . e ≜ rec _(x) = e
λx , y. e ≜ λx .λy. e

let x = e1 in e2 ≜ (λx . e2) e1
e1; e2 ≜ let _= e1 in e2
ref e ≜ AllocN(1, e)

!x ≜ Load(x)
Store ≜ λx , e.PrepareWrite(x);FinishStore(x , e)
x ← e ≜ Store x e

Figure 7-3: GooseLang syntax

The syntax for GooseLang programs is given in fig. 7-3. The important top-level definition

is e ∈ Exp, giving expressions in GooseLang. Before getting to the expressions, it’s worth noting

that the values in GooseLang (the definition of Val) are designed for Go’s primitive data types,
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in particular with first-class support for bytes and 32-bit and 64-bit unsigned integers. Our code

does not use signed integers and so Goose does not model them, but adding them would simply

require extending the type of literals and adding several pure operations to implement various

integer conversions.

The basic lambda calculus primitives are given on the first line: variables x , values v, func-

tion application e e, and (recursive) functions rec f (x) = e. The first few derived forms encode

more basic primitives like a non-recursive lambda, let bindings, and sequencing, all on top of

recursive functions. The language has two types of composite data: products (used pervasively

to model structs), and sums (used only to model maps). There is also if c then e1 else e2 as

the main control-flow primitive, and Fork to create concurrent threads. Finally, there are many

primitives for the heap, which are discussed in more detail later.

This section builds intuition for both the syntax and semantics of GooseLang by presenting

some very simple Go programs and their translations into GooseLang. First, let’s look at some

pure functions that don’t use pointers:

func Midpoint(x uint64,

y uint64) uint64 {

return (x + y) / 2

}

Midpoint≜ λx , y. (x + y)/2

func Max(x uint32,

y uint32) uint32 {

if x > y { return x }

return y

}

Max≜ λx , y.

if x > y then x else y

func Arith(a uint64,

b uint64) uint64 {

sum := a + b

if sum == 7 { return a }

mid := Midpoint(a, b)

return mid

}

Arith≜ λa, b.

let sum= a+ b in

if sum= 7 then a else

let mid =Midpoint a b in

mid

Notice that the translation maps each Go function to a GooseLang definition. For readability

in this thesis the GooseLang definitions are written mathematically; what the Goose tool emits

is a Coq file where each definition is a Gallina term of type expr (the Coq type of GooseLang
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expressions). This is what allows definitions to refer to each other, such as how Arith calls the

previously defined Midpoint.

The next interesting feature of GooseLang is support for pointers. In this aspect the language

is a bit unusual in order to model concurrency soundly, described in more detail in section 7.5.1.

For now, it is sufficient to think of x ← e as the usual pointer store operation, and !x as the usual

load. Here are a couple examples to illustrate:

func Swap(x *uint64,

y *uint64) {

tmp := *x

*x = *y

*y = tmp

}

Swap≜ λx , y.

let tmp = !x in

x ← !y

y ← tmp

func NewPtr() *uint64 {

return new(uint64)

}

NewPtr ≜ λ_. ref 0

The NewPtr definition deserves some explanation. First, even though the Go code takes

no arguments, the GooseLang expression takes an unused argument; this is so that NewPtr is

syntactically a function, a requirement of the way GooseLang is encoded in Coq.1 Second, this

definition allocates a pointer with ref and gives it an initial value of 0. Go promises that this

initial value is the “zero value” of the appropriate type, uint64 in this case.

The CmpXchg operation in GooseLang is special in that it is not directly exposed by the

translator. It is used to model locks, since it is the only way to safely coordinate threads in

GooseLang. Section 7.5.2 explains how locks are modeled, including the implementation of the

lock model that uses CmpXchg.

The Goose syntax includes an 〈External〉 alternative. The language, both syntax and seman-

tics, are parameterized by an external interface of operations for interacting with the outside

world. For example, in GoTxn the code uses an interface of external disk operations, presented

separately in fig. 7-5. The parameterization is primarily useful for refinement proofs that relate

two instantiations of Goose with different sets of external operations (for example, we use this

to specify GoTxn). Other than that use case, the reader can imagine that the disk’s external

rules are simply part of the definition of expressions and the semantics.

1For expert readers, top-level functions are translated to GooseLang values. Values in GooseLang are always
closed, to avoid difficulties with capture-avoiding substitution.
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7.4.2 Semantics of GooseLang

Goose also has a mathematical, small-step, operational semantics; this style of specification and

indeed most of the semantics is quite standard for languages of this type. The full details are

presented in fig. 7-4.

Structure of the semantics The semantics is defined in three relations: the first, the pure

reduction relation e
pure
⇝ e′, is the easiest to understand because it describes “pure” expressions

that do not depend on any external state. The semantics of such expression is simply to “reduce”

to simpler expressions, eventually reaching values. The semantics of function application is

pure. We use e[v/x] as notation for substituting the expression v for the variable x in e (it

might be pronounced “e with x for v”, or “e with v over x” to directly suggest the notation). To

implement recursion, the function definition is itself substituted for its name.

The next relation describes the semantics of the heap operations. This relation is over

((h, w), e). h is the heap and e is the expression being executed; w is the type of an exter-

nal “world” that is used to define the semantics of external operations. Even the type of this

world state is a parameter at this level, and is defined as part of defining a set of external oper-

ations and their semantics. The specific case of the disk is presented in fig. 7-5. This relation is

called the head reduction relation because it only gives the semantics of expressions where the

relevant operation is at the top level or “head” of the expression.

The third and final relation gives the full GooseLang semantics, a relation over ((h, w),E ).
Instead of a single expression, this relation now transitions between threadpools E , which are

lists of expressions that are running concurrently. The semantics is presented in a standard

style using evaluation contexts — one can find an explanation in a simpler setting in Practical

Foundations for Programming Languages [40, §5.3]. The head reduction relation only gives the

semantics for an expression where a primitive is at the top level, and furthermore only when

it is applied to values (notice for example that the rule for AllocN(n, v) is defined only when

applied to a number and a value, not other expressions). Context reductions describe where

the next head reduction rule should apply, for example in AllocN(3+2, true∥false) the contexts

define what order the arguments should be evaluated in.

Context reductions are defined by a type of evaluation contexts ECtx. Rather than going

through the details of how these are used (the rule CONTEXT-REDUCE), this section just explains

intuitively what evaluation contexts are. Every context E is an expression with a “hole” in it,

indicating where the next reduction should take place. As an example, the pair of contexts Eý e

and výE determine how all binary operators work (for example, ýmight be +). These say that

in an expression e1 ý e2, the first argument e1 can always be reduced (due to the first context),

but it must reduce to a value before any reduction steps can take place over the second argument

(due to the second context). Once both are values, the pure reduction for binary operators will
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Pure reduction e
pure
⇝ e′

v ý v′
pure
⇝ v′′ if v′′ = v ý v′

ÿv
pure
⇝ v′ if v′ =ÿv

if true then e1 else e2
pure
⇝ e1

if false then e1 else e2
pure
⇝ e2

πi(v1, v2)
pure
⇝ vi

case inji v of inj1 x1⇒ e1 or inj2 x2⇒ e2
pure
⇝ ei[v/x i]

(rec f (x) = e) v
pure
⇝ e[(rec f (x) = e)/ f ][v/x]

ArbitraryInt
pure
⇝ n ∀n ∈ U64

Per-thread head reduction ((h, w), e)⇝ ((h′, w′), e′)

NonAtom z ::= reading(n, v) | writing(v)

Heap h ∈ Loc
fin
→ NonAtom

World w 〈External〉
TPool E ∈ List Exp

((h, w), e) ⇝ ((h, w), e′) if e
pure
⇝ e′

((h, w),CmpXchg(ℓ, v1, v2)) ⇝ ((h[ℓ 7→ v2], w), (v, true)) if h(ℓ) = reading(0, v)∧ v = v1
((h, w),CmpXchg(ℓ, v1, v2)) ⇝ ((h, w), (v, false)) if h(ℓ) = reading(0, v)∧ v ̸= v1

((h, w),AllocN(n, v)) ⇝ ((h[ℓ+ i 7→ v | 0≤ i < n], w),ℓ) if∀0≤ i < n, ℓ+ i /∈ dom(h)
((h, w),PrepareWrite(ℓ)) ⇝ ((h[l 7→ writing(v)], w), ()) if h[ℓ] = reading(0, v)
((h, w),FinishStore(ℓ, v)) ⇝ ((h[l 7→ reading(0, v)], w), ()) if h[ℓ] = writing(v′)
((h, w),StartRead(ℓ)) ⇝ ((h[l 7→ reading(n+ 1, v)], w), ()) if h[ℓ] = reading(n, v)
((h, w),FinishRead(ℓ)) ⇝ ((h[l 7→ reading(n, v)], w), v) if h[ℓ] = reading(n+ 1, v)

((h, w),Load(ℓ)) ⇝ ((h, w), v) if h[ℓ] = reading(n, v)

Context reduction ((h, w),E )⇝ ((h′, w′),E ′)

ECtx E ::= □ | e E | E v | E ý e | v ý E | ÿ E |
| if E then e else e
| (E, e) | (v, E) | πi E | inji E
| AllocN(E, e) | AllocN(v, E) | . . .

CONTEXT-REDUCE

((h, w), e)⇝ ((h,′ , w′), e′) E is an evaluation context

((h, w),E[i 7→ E[e]])⇝ ((h′, w′),E[i 7→ E[e′]])

FORK-REDUCE

j /∈ dom(E )∪ { j} E is an evaluation context

((h, w),E[i 7→ E[Fork(e)]])⇝ ((h, w),E[i 7→ E[()]][ j 7→ e])

Figure 7-4: GooseLang semantics
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apply. The result is a left-to-right evaluation order for binary operators. The context □ that is

just a hole corresponds to the head reductions.

The relation⇝, both the head-step reduction and threadpool reduction, define what is as-

sumed to be atomic in GooseLang. The semantics allows any of the concurrent threads in the

threadpool E to execute (due to CONTEXT-REDUCE), but when that thread takes a step, it executes

an entire head-step reduction atomically. For example, this is what makes CmpXchg(ℓ, v1, v2) an

atomic compare and exchange; in the same reduction step it can both read and set the location

h(ℓ), which other operations do not do.

Atomicity is also important for the disk. The fact that DiskWrite take a single transition in

the semantics is what makes the model of the disk atomic on crash, since a crash also stops the

system only between the reduction steps of the semantics.

Disk operations

e ::= . . . | DiskRead(e) | DiskWrite(e, e) | DiskSize

Disk external semantics

Block b ∈ Vec 4096 U8

World w ∈ N
fin
→ Block

∀0≤ i < 4096, ℓ+ i /∈ dom(h) w[a] = b

((h, w),DiskRead(a))⇝ ((h[ℓ+ i 7→ reading(0, b[i]) | 0≤ i < 4096], w),ℓ)

∀0≤ i < 4096, ∃k. h[ℓ+ i] = reading(k, b[i])

((h, w),DiskWrite(a,ℓ))⇝ ((h, w[a 7→ b]), ())

((h, w),DiskSize)⇝ ((h, w), 1+max dom(w))

Figure 7-5: Syntax and semantics for an external disk.
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7.5 Modeling and reasoning about Go

A key principle in the design of Goose is to model features of Go as code, written as libraries

on top of the base GooseLang language described in section 7.4. This section describes some of

the features of Go that Goose models, as well as reasoning principles developed on top to verify

code that uses these features.

Specifications in this section are part of the Perennial logic, described in detail in chap-

ter 3. Perennial is based on separation logic, and only features of separation logic are needed

to understand this section and not the rest of the Perennial logic. The basic specification in

this logic is the Hoare triple {P} f() {Q}, which says that if f() is run in a state satisfying the

precondition P and terminates, the final state will satisfy the postcondition Q. Separation logic

additionally means the specification implicitly states other state is unmodified, supporting so-

called “small-footprint” specifications where P and Q describe only the state actually involved in

f(). Assertions make use of the points-to assertion ℓ 7→ v, which gives the value of one address

in memory. For example, some basic specifications in separation logic are those for the load and

store operations:

{ℓ 7→ v} !ℓ {ret v, ℓ 7→ v} {ℓ 7→ v0} ℓ← v {ℓ 7→ v}

The specification for load uses ret v, to specify what the return value is. Stores also execute to

a value, but since it is the GooseLang unit value we omit it in the specification.

The specifications in this section can be appreciated with only basic familiarity with sequen-

tial separation logic. The model of pointers does handle some subtleties related to concurrency,

but as explained in section 7.5.1 these are abstracted away for the purpose of proofs. None of

the reasoning principles for GooseLang are specific to crash safety. All of these specifications

are actually proven in the Perennial logic and thus can be used as part of concurrency and crash

safety proofs, as we did for GoTxn.

The Goose translator converts each function in the Go source to a Coq definition of an

analogous function in GooseLang. A call to a function foo in the Go code is translated to the

foo Coq declaration in GooseLang. As mentioned in later in section 7.7, this does have some

limitations, especially that it does not attempt to model recursion.

Each struct declaration in Go is translated to a Coq definition that declares the struct fields,

which is used by the GooseLang struct model (described in detail in section 7.5.3). Top-level

constants are translated in a similar way to how Go functions are translated.
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7.5.1 Modeling pointers

The model of pointer loads and stores turns out to be subtle because of concurrency. In short,

GooseLang disallows concurrent reads and writes to the same location by making such racy

access undefined behavior. Any program verified with Goose must show that it never has this

kind of undefined behavior. This restriction is intended to be more restrictive than the hardware

and language guarantees regarding races. The hardware provides some guarantees, but they are

typically weak: for example, it is common that different cores can observe the effect of a write

at different times (for example, in x86-TSO [84]). Go’s own memory model documentation

specifies even weaker guarantees. Rather than attempt to formalize Go’s rules, the semantics

side-steps the issue and makes any races undefined, which works for our intended use cases

since the verified code always synchronize concurrent access with locks.2

To disallow concurrent reads and writes the semantics must first detect them. The key is

to make x ← v, the primitive store operation, non-atomic by splitting it into two operations.

The GooseLang semantics tracks the behavior of these operations by augmenting the heap with

extra information; each address in the semantics has a NonAtom which can be reading(n, v) if

there are n readers and the value is v, or writing(v) if a thread is currently writing. For most

pointers, stores are translated to a non-atomic store while loads are translated to GooseLang’s

atomic Load (concurrent loads to the same address are permitted in both Go and GooseLang).

GooseLang has support for non-atomic reads as well in order to model map iteration.

Ordinarily values in the heap are of the form reading(0, v), to indicate no readers or writers.

Writes are split into PrepareWrite(ℓ), which sets the value of ℓ to writing(v0), and FinishStore(ℓ, v)

which sets it to reading(0, v). A concurrent write will be undefined since PrepareWrite(ℓ) re-

quires no concurrent writers, and similarly for a concurrent read which is undefined if the ad-

dress is being written. Non-atomic reads are similar with StartRead and FinishRead; these

increment and decrement the number of readers, respectively, so that multiple readers can run

concurrently but any concurrent writer has undefined behavior.

Goose provides reasoning principles to abstract away this complexity while verifying pro-

grams. Separation logic turns out to provide the right framework to reason about racy access.

When a thread owns ℓ 7→ v in its precondition, the logic guarantees no other thread can have

access to location ℓ, so the specifications for reads and writes are unaffected by the operations

being non-atomic. The only change is that the x ← v store operation is no longer an atomic

primitive but a function that takes two execution steps. In Iris this means that two threads can-

not share a pointer with an invariant and must mediate access with a lock, which gives a thread

ownership of the ℓ 7→ v assertion for multiple execution steps.

2Go doesn’t have any formal semantics, but it does have a memory model document that says reads may observe
any concurrent write. This document generally encourage well-synchronized programs, which is what the GooseLang
semantics enforces.
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7.5.2 Locks and condition variables

Locks (Go’s *sync.Mutex type) are not built-in to GooseLang but modeled using an implementa-

tion based on simpler primitives. Since locks are the only synchronization primitive, implement-

ing them requires shared concurrent access, which ordinary pointers do not have in GooseLang.

Instead, the language also includes a primitive atomic compare-and-exchange operation that

is only used to implement a model of locks. Similar primitives could be used to model Go’s

low-level atomic operations, like atomic.CompareAndSwapUint64 and atomic.LoadUint64, but

Goose does not support them since our code hasn’t required such synchronization primitives.

The model of locks is simple enough to give the code in its entirety. The lock is represented

as a pointer to a boolean that is true if the lock is held. As a helper we define CAS (compare-

and-swap), a variant of compare-and-exchange that only returns a boolean on success and not

also the previous value.

CAS≜ λx , v1, v2.π2 CmpXchg(x , v1, v2)

NewLock≜ λ_. ref false

Acquire≜ λl.

let f = (rec tryAcquire(_) =

if (CAS l false true) then () else tryAcquire ()) in

f ()

Release≜ λl. l ← false

Acquiring a lock is modeled as repeatedly using CAS l false true to atomically test that

whether the lock is free and set it to true if so, while release stores false to the lock. This

implementation as a spin lock is merely an operational model that captures what the lock does:

acquire blocks until the lock is free and sets it to locked, while release frees the lock. This code is

used to model Go’s builtin *sync.Mutex, which is implemented more efficiently than spin locks

with cooperation from the runtime and operating system.

The specification for locks is a typical one for concurrent separation logic, based on associ-

ating a lock invariant with each lock, which is a predicate that holds when the lock is free:

WP-NEWLOCK

{P}NewLock {ret ℓ, isLock(ℓ, P)}
WP-LOCK-ACQUIRE

{isLock(ℓ, P)}Acquire(ℓ) {P}

WP-LOCK-RELEASE

{P ∗ isLock(ℓ, P)}Release(ℓ) {True}
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Because this is a separation logic, we can also interpret the lock invariant as ownership over some

data (for example, some region of memory); the lock mediates access to this ownership, handing

it out when the lock is acquired and requiring it back when the lock is released. GooseLang has

a proof that the specification holds for the spin-lock implementation.

Goose also supports Go’s condition variables. As is standard, the idea is that there is some

“condition” associated with each condition variable; one thread calls Signal() or Broadcast()

when that condition is true, and another thread calls Wait() to wait for the condition to become

true. The condition variable is associated with a mutex in Go, which must be held to call Wait().

It will be released and then re-acquired when the thread is signaled, but before the waiting

thread wakes up other threads can wake up and potentially invalidate the condition (the code

must therefore call Wait() in a loop, waiting for the condition to be true afterward).

Because condition variables provide few guarantees, the GooseLang model is simply that

Wait() releases and then immediately re-acquires the lock associated with the condition vari-

able. Signal() in reality affects the scheduling of Wait() calls, but this model captures all

executions. Go condition variables actually do provide a stronger guarantee than in some other

systems: Wait() is guaranteed to return only if some thread has issued a Signal(), but we did

not attempt to model or use this for reasoning purposes.

7.5.3 Structs

One of the most important features of Go to support is structs. Goose support for structs uses

a form of shallow embedding using a combination of Gallina (Coq’s functional language) and

GooseLang. Goose encodes higher-level primitives like field access on top of GooseLang primi-

tives like tuples and contiguous memory.

Struct types are represented using a combination of two Gallina types: t ∈ GooseType gives

the type of a struct while s ∈ StructDecl is an (anonymous) struct declaration that gives its field

names and their types. The definitions of these two types are given in fig. 7-6. The exact types

are not important in the semantics, but the translation does use the shape of a struct to determine

how it is laid out in memory and to support pointers to individual fields. As an example of how

approximate these types are, it is sufficient to have a ptrT type for all pointers; if a pointer

to a struct is actually dereferenced (or a pointer to a struct field), then the translation uses its

type in Go to determine how that dereference should be implemented. Using types to represent

struct shapes also makes the translation simpler, since the Goose implementation has access to

accurate types from the go/types package, which is essentially the Go type checker.

First Goose needs to model struct values. A struct value is represented as a tuple of its fields.

The definition of the struct gives an ordering of the fields. This is enough to construct a struct

from its fields and to access a field by name. Here the shallow embedding comes in: struct

declarations are translated to a definition of the struct type in Gallina, and struct construction
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GooseType t ::= uint64T | boolT | unitT | . . .
| t × t | ptrT | . . .

StructDecl s ∈ list(string×GooseType)
structType([]) ≜ unitT

structType(( f , t) :: s) ≜ t × structType(s)

Figure 7-6: GooseLang types and struct declarations. These are used in the semantics only to
give a “shape” to data for accessing struct fields, and not to represent the Go type system.

and field access are written as Gallina definitions that produce GooseLang expressions. From

the perspective of GooseLang then the struct implementations are a type of macro, since they

are implemented in the meta language (Gallina) rather than within GooseLang itself.

Structs in memory are more interesting than struct values. Structs could be stored in a

single location; due to our non-atomic semantics for memory, this would be sound even for

structs larger than a machine word. However, this model would be too restrictive: it is safe

for threads to concurrently access different fields, just not the same field, and our code actually

takes advantage of this property so that code is more natural; working around this restriction

requires splitting structs up if they are stored in memory.

To support this concurrency, Goose models a struct in memory with a flattened represen-

tation, with each base element in a separate memory cell. The flattening applies recursively

to fields that are themselves structs, until a base literal is reached (like an integer or boolean);

base elements are at most a machine word in size. When allocating a new pointer, the semantics

flattens composite values and stores the elements in a sequence of contiguous addresses.

With a flattened representation the translation needs non-trivial code to read a struct through

a pointer, particularly when some of its fields are themselves flattened structs. Any load of a

value from memory is translated to a call to LoadTyped. This is a Gallina definition of type

GooseType → Expr, where that expression is itself a GooseLang function that takes a pointer.

Hence one can think of it as a macro for GooseLang that is represented in Gallina as a meta

language. LoadTyped(t) is directed by a type t passed in Gallina to determine how to load and

assemble the fields of a struct of type t.

For the purpose of proofs GooseLang’s specifications use a typed points-to fact of the form

ℓ 7→t v to describe a pointer to a value of type t. This definition expands to a number of primitive

points-to facts, one for each base element. The specification for loading a pointer to a value of

type t is

{ℓ 7→t v} LoadTyped(t) ℓ {ret v, ℓ 7→t v},

which (much like the primitive load !ℓ) hides the fact that something non-atomic is happening

and looks like an ordinary dereference. Similarly, StoreTyped also takes a type, although the
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specification requires the caller to prove that the value has the right shape (in reality it always

will because the source code in Go is well-typed).

The payoff of structs being many independent locations is that it is possible to model refer-

ences to individual struct fields. From a pointer to the root of the struct, a field pointer is simply

an offset from that pointer (skipping the flattened representations of the previous fields). This

offset calculation is much like the code to read a struct from memory, except that it merely

computes a single offset rather than iterating over all the fields and offsets.

The Go language reference specifies that each field acts like an independent “variable”

(which is stored in the GooseLang heap when it is mutable in Go), so this model accurately

reflects the language definition. Moreover modeling structs as independent locations is also

justified as being similar to how the implementation works. Structs in memory are in reality

represented by contiguous memory, and field access is implemented by computing a pointer

from the base of the struct. The main difference between the physical implementation and

the model is that the model has a single, abstract memory location for each field, whereas the

implementation encodes all data into bytes.

Recall that ℓ 7→t v is internally composed of untyped points-to facts for all the base elements

of v. In order to reason about v’s fields, we introduce a new struct field points-to fact, written

ℓ 7→s. f v, which asserts ownership of just field f of a struct with descriptor s rooted at ℓ, and

gives that field’s value as v. A recursive function gives an “exploded” set of struct fields by

iterating over t ’s fields and v simultaneously. Then, we give a proof that ℓ 7→structType(s) v is

equivalent to the separating conjunction of this exploded list. The result is a convenient lemma

for reasoning about a struct using its fields: in the forward direction, the equivalence breaks

a large typed points-to into individual fields (with the values computed from v), while in the

other direction it allows to prove a ℓ 7→structType(s) v by gathering up all the fields.

The struct field points-to is indispensable in proofs, because it is common to write x.f in Go

when x is a pointer (in C, this would be written x->f). The model for loading a struct field is a

function loadField(s, f ) x which is implemented in two steps, first computing the offset to field

f and then dereferencing the computed pointer (in both cases the struct descriptor s describes

how to interpret field f ). Having a field points-to gives a natural specification for this type of

load:

�

ℓ 7→s. f v
	

loadField(t, f ) ℓ
�

ret v, ℓ 7→s. f v
	

The lemmas about breaking apart and recombining structs are all proven against a simpler

model of structs that only requires flattening and offset calculations. In a sense the model is

the trusted code, but the fact that the struct maps-to exploding lemma and all of the expected

Hoare triples hold provides strong evidence that the model is also doing the right thing. For
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example, the exploding lemma shows that field offsets are disjoint, since the struct maps-to can

be broken into field points-to facts for each field.

7.5.4 Slices

One of the most commonly used data structures in Go is the slice []T, which is a dynamically-

sized array of values of type T. Goose supports a wide range of operations on slices, including

appending and sub-slicing; it turns out that the semantics of mutable slices is non-trivial in Go,

resulting in an interesting semantics and reasoning principles.

A slice is a combination of a pointer, length, and capacity. Slices are views into a contiguous

memory allocation; this view can be narrowed with sub-slicing operations of the form s[i:j],

resulting in aliased slices. The elements between the length and capacity are not directly acces-

sible but are used to support efficient amortized appends. Go’s built-in slice operations include

bounds checks on all slice operations and panic if a memory access or sub-slice operation goes

out of bounds.

GooseLang has a primitive for allocating contiguous memory, which Goose uses to model

the allocation underlying a slice (though these are not directly accessible to Go code). On top

of these Goose models slices as a tuple of a base pointer, length, and capacity.

The GooseLang slice model is directly inspired by the implementation of slices, including

modeling slice capacity. Initially Goose used a more abstract model of slices that ignored capac-

ity, but we were surprised to find that this was insufficient to even accurately model subslicing

and appending. Directly modeling slice capacity was the simplest solution to obtain a model

that is faithful to the Go implementation. The Go language reference isn’t specific about what

the slice capacity after various operations should be, so our GooseLang model picks a non-

deterministic capacity in several places (within appropriate bounds).

The most basic operations on slices are indexing and storing. The GooseLang model of s is

a three-tuple, but for clarity this section will refer to its elements as ptr(s), len(s), and cap(s).

The translation of s[i] is essentially a (typed) load from ptr(s) + i (or undefined behavior if

this offset is out-of-bounds). Similarly s[i] = x stores to the same location. Goose translates

Go’s len(s) directly to len(s) and cap(s) to cap(s).

The Go append operation is the most sophisticated to model. The behavior of append(s, x)

where s: []T and x: T depends on whether there is extra capacity to store the new element

x. If there is capacity, then x is stored there and the append returns a new slice with the same

pointer but a larger length. If there is no capacity, then append must allocate a new array in

memory, copy the existing elements to it, and then store x. In the latter case append returns a

slice with a fresh pointer.

The difficulty with Go slices arises when supporting subslicing. Consider s[:i], where i

is less than len(s). Clearly this slice should have the same pointer and length i, but what
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should its capacity be? Surprisingly, the capacity of this prefix is the full capacity of s, which

means that the unused elements of s[:i] include the elements of s beyond the index i. As a

result, append(s[:i], x) in fact modifies s[i]. GooseLang takes care to model this behavior

by implementing append exactly as above, taking into account that append(s, x) might be an

in-place operation.

The GooseLang model is specifically designed to be sound by sticking to the Go implementa-

tion as closely as possible. On the other hand the reasoning principles for slices are intended to

be convenient and high-level, and do not involve directly reasoning about slice capacity. The de-

sign of GooseLang separates the model from the reasoning principles — Goose has specifications

verified against the concrete model, so that the model is trusted and not the separation-logic

specifications.

The GooseLang model of slices is based on two abstract predicates: sliceRep(s, l) and

sliceCap(s). In the Coq implementation, the model of a slice value is a Gallina record s that

must be converted explicitly to a GooseLang value, but this thesis will not make a distinction.

Furthermore this section presents just the untyped version of this specification where l : list(Val),

but GooseLang also has a typed version where l : list(T ) for a type T that has an associated Gal-

lina function to_val : T → Val. The typed version is convenient in proofs and can be verified as

a small extension to the untyped specification.

The first predicate sliceRep(s, l) relates s to the abstract value l that it references. It also

represents ownership over the slice’s elements and its capacity, in terms of the underlying struct

points-to facts. GooseLang’s slice specifications use this predicate to describe loading and storing

by index:

{sliceRep(s, l) ∗ i < |l|}

s[i]

{ret v, v = l[i] ∗ sliceRep(s, l)}

{sliceRep(s, l) ∗ i < |l|}

s[i] = v

{sliceRep(s, l[i 7→ v])}

Next, sliceCap(s) is an abstract predicate that represents ownership over the capacity of s.

It is necessary to append, since appending might need to write to the capacity, but unneeded to

read and write to a slice. We introduce a shorthand sliceFull(s, l) for the append specification,

which is like sliceRep but also includes ownership over the capacity:

sliceFull(s, l)≜

sliceRep(s, l) ∗ sliceCap(s)

{sliceFull(s, l)}

append(s,x)
�

ret s′, sliceFull(s′, l ++ [x])
	

This specification looks simple but has a non-trivial proof, since in the case where there is
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sufficient capacity it moves ownership from sliceCap(s) to sliceRep(s′, l++[x]) (and ptr(s′) =

ptr(s)), while in the other case where there is no capacity it allocates a new pointer for s′ and

copies everything over.

The most interesting rules are for subslicing and how they interact with capacity. Consider

s[:i] again. While Go has no formal notion of ownership, our specifications do. The model for

the value s[:i] is easy enough: it is a pure function that returns a new slice value with a smaller

length and the same capacity. This thesis uses s[: i] as the notation for this pure function since

the two are so similar. There is one slight complication that s[:i] causes a runtime error in Go

if i ≥ len(s). Thus GooseLang proves the following specification for indexing:

{i < len(s)} s[:i] {ret s[: i], True}

This specification is slightly unusual in that it has a logical precondition but does not refer to

the heap (or any other state).

To reason about subslicing from the perspective of memory, the specification needs to relate

ownership of sliceRep(s, l) ∗ sliceCap(s) to ownership of sliceRep(s[: i], take(l, i)). It turns

out there are two possibilities that the proof engineer can choose between: either give up own-

ership of the remainder of s in exchange for cap(s[: i]), or ignore the capacity of the subslice

and keep sliceRep([i :],drop(l, i)). These are incomparable and unexpressed in the Go code

being verified: the decision is based on whether subsequently the program will append to the

slice prefix but stop using the old slice, or if it will use both s[: i] and s[i :].

To support both ways that s[: i] might be used, GooseLang has two theorems for reasoning

about taking a prefix of a slice. Both of these theorems require i < len(s).

SLICE-TAKE-FULL

sliceFull(s, l) ⊢
sliceFull(s[: i], take(l, i))

SLICE-SPLIT

sliceRep(s, l) ⊣⊢
sliceRep(s[: i], take(l, i)) ∗
sliceRep(s[i :],drop(l, i))

The rule SLICE-TAKE-FULL captures that the program proof can get full ownership of s[: i],

in exchange for dropping any ownership over the rest of s. The second rule SLICE-SPLIT instead

allows the program proof to split s into two parts at the ith index, but in exchange requires

giving up sliceCap(s[: i)), the right to append to the first half.

There is one more fact that is sometimes useful, which is that sliceCap(s) ⊣⊢ sliceCap(s[i :

]) (this is somewhat intuitive; capacity is past the end of the array, so dropping elements from

the front has no impact). As a corollary of SLICE-SPLIT, the proof can also split full ownership of
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a slice into two (asymmetric) parts:

SLICE-SPLIT-FULL

sliceFull(s, l) ⊣⊢
sliceRep(s[: i], take(l, i)) ∗
sliceFull(s[i :],drop(l, i))

These two reasoning principles correspond to two ways to think about indexing: taking a

prefix while using the original slice as capacity for the prefix (the first theorem, SLICE-TAKE-FULL),

or splitting the slice into two parts (the second theorem SLICE-SPLIT and its corollary SLICE-SPLIT-

FULL). It was interesting that we discovered these principles only while proving theorems about

subslicing in GooseLang. Even as experienced Go developers, we had never thought about

subslicing and appending in enough detail to appreciate this difference in ownership reasoning.

7.5.5 Maps

After slices, maps are the next most commonly used collection type in Go. GooseLang models

maps using an implementation that represents a map as a list of key-value pairs, stored in a

single memory location in reverse insertion order. Go’s builtin maps are not thread-safe, so the

model enforces single-threaded access by marking the map as being read while reading from

it; this re-uses the race detection for other pointers to ensure that any write to a map while

iterating over it is considered undefined behavior, while allowing concurrent read-read access.

Maps support all the usual Go operations: insertions, reads (including returning whether the

key is present), len to get the number of elements in the map, deletion, and iteration.

The implementation of maps is the most involved out of any of the Go primitives. It required

directly implementing maps (albeit inefficiently, using an association list) using recursive Goose-

Lang code. We improved our confidence in this implementation both by running it on concrete

examples (using the infrastructure described in section 7.6) and proving a specification for the

various map operations. Both of these essentially rule out type errors, and the specification is a

redundant check on the behavior. Simple tests and verification rule out easy-to-make mistakes

like reading the oldest write to a key rather than the latest, or duplicate keys during iteration

(the implementation must skip over a key after observing it once).

The model represents a Go map as a pointer to an abstract map value, a GooseLang value

that encodes the entire map data as a list of key-value pairs. The specification is based on a

pure relation mapVal(v, m) that relates this encoded value to a Gallina map m, which uses gmap

from stdpp;3 for simplicity m is of type gmap u64 val and Goose only supports maps whose key

type is uint64. Map values are not a visible notion to the Go code, since it always interacts with

3https://gitlab.mpi-sws.org/iris/stdpp
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maps via their pointer, so the specifications all use mapRep(ℓ, m) = ∃v.ℓ 7→ v ∗ mapVal(v, m).

The indirection is important, since the Go map value m: map[uint64]V is in fact a reference to

a map that is mutated in-place (unlike a slice, which has both pure data — pointer, length, and

capacity — and heap data). Concurrency is simple for these specifications because Go’s maps

are not thread safe, so all the specifications assume full ownership over the map’s reference.

Many of the map specifications relate an implementation to a model over the Gallina map.

For example, this is the specification for map deletion:

{mapRep(l, m)}

mapDelete(l, k)

{mapRep(l,delete(m, k))}

Map iteration has a more sophisticated implementation and specification. Consider a generic

loop over a map in Go like the following:

for k, v := range m {

body(k, v)

}

The model for this entire construct is given by MapIter(m,body), where m is a reference to the

map and bod y is an expression for the body of the loop. Goose translates generic loop bodies,

so the Go code does not literally need to consist of a call to a separate function. Recall that

the representation for a map is a list of all appended key-value pairs in reverse insertion order

(insertions do not delete old values). To iterate over the map’s contents, the implementation gets

the next key-value pair, then deletes that key from the rest of the map before making a recursive

call, avoiding iterating over old values that are no longer logically part of the map. The code

for the model uses the order of key-value pairs in the order of the GooseLang representation,

but Go actually randomizes map iteration order; see the relevant discussion of limitations in

section 7.7.

The possibility of iterator invalidation adds a subtlety to Go’s map iteration — it would be

incorrect for the body of the loop to modify the map (it might be sound to write to the map

without modifying the domain, but Goose does not attempt to model this). The model of maps

puts the entire contents of a map in one heap location. In order to ensure iterator invalidation is

undefined behavior, the model marks the map’s reference as being read for the entire duration

of iteration, using the StartRead and FinishRead GooseLang primitives at the beginning and

end of MapIter, respectively. If the map value in the heap is reading(n, v), these operations

increment and decrement (respectively) the reader count n, so that any writes within the body

have undefined behavior.
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Iteration has a higher-order specification that assumes a specification for the body, showing

it preserves a loop invariant P over the part of the map consumed so far:

∀m0, k, v. k /∈ m0 ∧m[k] = v→
{P(m0)} body k v) {P(m0[k 7→ v])}

{mapRep(ℓ, m) ∗ P(;)} MapIter(ℓ,body) {mapRep(ℓ, m) ∗ P(m)}

GooseLang includes some alternate specifications, proven on top of this one, that express

the invariant in slightly different ways — for example, it is often useful for a proof to express

its loop invariant in terms of both the map iterated over so far and the remaining subset of the

map.

Getting the size of a map has a relatively simple specification but a somewhat complex

implementation. Like map iteration, the code for MapLen (modeling len(m) in Go) must delete

old keys from the map’s association list in order to avoid counting overwritten values. A subtlety

is that the map length is a 64-bit integer, and this counter could in principle overflow while

iterating over the map. This situation is unrealistic since a map with 264 elements would take

an unreasonable amount of memory, so the model assumes that the map size stays below 264.

The specification for MapLen is:

{mapRep(ℓ, m)}

MapLen(ℓ)

{ret s, s = |m| ∗ mapRep(ℓ, m)}

The fact that the type of the return value s is a 64-bit integer reflects the bounded-size assump-

tion.

7.6 Testing Goose

Goose is a trusted component in the entire verification process. For the overall system’s proof

to be sound, we rely on the model to produce all of the behaviors of the Go code; that is, the

behaviors of the Go code (which depend on the Go compiler) should be a subset of the behaviors

of its translated GooseLang (according to the Coq semantics). As long as this is case, the proof

is sound in that if the modeled system always satisfies some property the code will, too.

One subtlety to Goose soundness is that the system is automatically sound if Goose fails to

translate some code, or the code does not compile in Coq, or the model has undefined behavior;

in each of these cases it is impossible to verify incorrect code. These might still reflect a bug in

Goose, or at least an unsupported feature, but they do not compromise soundness. Therefore

134



7.6. Testing Goose

the most important bugs are those where the translation is well-defined but its behavior differs

from that of Go; these can compromise soundness of the system and lead to a proof that is not

borne out in practice.

To increase out confidence in Goose, we implemented a large suite of unit tests. On their own

these tests check that Goose continues to translate existing code (and check that the translation

has not unexpectedly change). To test the soundness of the translation, the relevant comparison

is between Go and GooseLang. Unfortunately GooseLang is not natively an executable language.

Its semantics is expressed as a Coq relation that describes the valid executions of an expression,

but not how to run a particular expression.

To test GooseLang code, we implemented an interpreter in Coq, which can run GooseLang

code and produce either an error due to undefined behavior or a result. The interpreter is itself

verified to match the semantics. The specification for the interpreter is slightly subtle in that

the interpreter produces only one possible execution rather than all the executions allowed by

the semantics, but the non-determinism is only due to the choice of what locations to use for

pointers, which should not affect any visible behavior.

GooseLang is a lambda calculus, so its semantics is expressed as a transition system between

expressions. It is easy to interpret pure reductions like x + y where x and y are values, since the

semantics of these pure expressions on their own is already given as a Gallina function rather

than a relation. The semantics of each core primitive is given by a transition relation, which the

interpreter implements as a function and its correctness theorem shows this function produces

an allowed transition. For example, the semantics of allocation stores a value in an unused

address, whereas the interpreter concretely identifies an unused location (the maximum used

address, plus one).

The challenge in the interpreter’s correctness theorem comes from context reductions, which

specify how to find a sub-expression within e to reduce if the head is not immediately a value.

The semantics follows a standard presentation of context reduction using evaluation contexts.

The idea is to define a type of evaluation contexts E ∈ E that represent an expression with a hole;

E[e] represents filling that hole with the expression e. The possible evaluation contexts give all

the context reductions in one compact rule, CONTEXT-REDUCE: if e can step to e′, then E[e] can

step to E[e′]. This rule applies whenever such an E exists, while the interpreter recurses through

an expression (in the right order) and evaluates a sub-expression, then fills it into the context.

The interpreter’s proof shows that this traversal is correct, proving that the interpreter and

semantics agree on an evaluation order. Specifically, the interpreter proof shows the interpreter

produces a valid evaluation order, and a separate proof shows that evaluation contexts are

unique.4 There is other non-determinism in the semantics that the interpreter does not fully

explore, though, such as for allocation.

4See the lemma head_redex_unique in src/goose_lang/lang.v.
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The test suite is structured as a number of test functions, each producing a boolean that

should be true. To check that the test itself is written correctly, a Go test checks that it produces

true. Then to check the semantics of the translation, the GooseLang test infrastructure translates

the test and runs it through the interpreter, checking that this produces true in GooseLang. While

the interpreter is not extremely efficient, it is fast enough to run the tests in the test suite.

The GooseLang interpreter and test framework was designed and implemented by Sydney

Gibson, and is described in greater detail in her master’s thesis [33]. That thesis includes more

details on evaluating the interpreter itself, for example documenting bugs caught by the test

suite and other bugs that are now part of Goose’s regression tests.

7.7 Limitations

Notably missing in Goose but prominent in Go is support for interfaces and channels. We believe

both are easy enough to support, but interfaces were not necessary to implement GoTxn, and

rather than channels GoTxn use mutexes and condition variables for more low-level control

over synchronization.

Control flow is slightly tricky since a Go function is translated to a single GooseLang ex-

pression that should evaluate to the function’s return value. Goose supports many specific pat-

terns, especially common cases like early returns inside if statements and loops with break

and continue, but more complex control flow — particularly returning from within a loop —

is not supported. It would be easiest to express general control flow in continuation-passing

style, (n which every GooseLang takes a continuation, and calling this continuation corresponds

to returning from the function in Go, but this would complicate every specification and the

translation of function calls.

Goose does not support Go’s defer statement. It would be nice to support some common

and simple patterns, particularly for unlocking, by translating defer statically. The behavior of

Go’s defer statement in general is to push the deferred function to a stack of calls associated

with the current function that are executed in reverse order at return time. GooseLang does not

have a first-class notion of a Go function to associate the stack of deferred functions with, nor

the concept of returning from a function. However, it would be useful to support simple static

uses of defer at the top-level of a function.

Named return values are recommended to document return parameters, and sometimes

simplify and clarify the body of a function.5 However, in general they are quite subtle, due

to interaction with defer statements and concurrency [9]. One source of difficulty is that the

return values are treated like local variables declared at the top of the function, and it is easy to

accidentally have races on these variables if they are accessed concurrently.

5See the description in Effective Go.
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Goose does not support mutual recursion between Go functions, and additionally requires

the code to be written in topological order so definitions appear before they are used. Files in

a package are especially prone to this issue, since they are processed in alphabetical order; we

sometimes name files something like “0constants.go” to make the order work out correctly. The

subtlety here is that definition management in Go, as in most imperative languages, conceptually

treats all top-level definitions as simultaneous, whereas Coq processes definitions sequentially.

Using Coq definition management to model Go definition management imposes a limitation

compared to Go, but is much simpler to work with compared to modeling a Go package as a set

of mutually recursive definitions. Reasoning about code written in such a model would require

setting up specification for all the definitions, then proving them in a recursive way, all while

ensuring that no specification is used before it is proven.

GooseLang does have one extant bug related to evaluation contexts. The contexts e E and

E v define a right-to-left evaluation order for functions, which is the opposite of Go. We haven’t

yet fixed this, either by adjusting the GooseLang semantics or changing the translation to emit

code that explicitly evaluates all the arguments in the correct order before calling the function.

Map iteration in Go happens in a non-deterministic order.6 Thus, strictly speaking, the model

of map iteration described in section 7.5.5 given by MapIter should shuffle the elements of the

map before iterating over it, in order to model the non-determinism of the implementation.

Goose does not (currently) do this, simply because the shuffle would be hard to implement in

GooseLang. However, the specification for map iteration does not expose an iteration order and

would apply unchanged to this more non-deterministic model. All proofs go through a common

iteration specification, so our proofs should remain unchanged if MapIter started modeling non-

deterministic ordering.

7.8 Implementation

The Goose translator is implemented in Go, in about 4,000 lines of code. It takes advantage of a

family of packages under the go/ prefix in the Go standard library, such as go/ast and go/types,

to parse and type-check Go code; the golang.org/x/tools/go/packages package even makes

it possible to work with Go packages and modules. These greatly simplify implementing Goose

and also make it more trustworthy, since at least the source code is parsed in exactly the same

way as the compiler (though we can still introduce bugs in interpreting what the AST means).

The translator has an intermediate representation of the Coq source for GooseLang, and splits

translation into generating the Go structs for this representation and subsequently printing this

representation as a Coq file.

6In fact the runtime randomizes the starting position each time a map is iterated over, to avoid code that unin-
tentionally relies on any particular behavior. See mapiterinit from src/runtime/map.go.
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Component Lines of Coq

GooseLang definition 3,847
Libraries (implementation) 951
Libraries (proof) 9,010

GooseLang total 13,808

Figure 7-7: Lines of code (including proofs) for GooseLang.

The translator makes as much of an attempt as possible to identify and report errors, identify-

ing where a feature is unsupported. Each function is translated almost independently, allowing

translation to move on to the next function and report a whole batch of errors. Some issues

are not checked by the translation, such as the topological order on definitions mentioned in

limitations above (in section 7.7); in these cases the resulting Coq code does not compile, which

preserves soundness but results in a worse user experience.

GooseLang is implemented in Coq, in a total of about 14,000 lines of code; a breakdown

is given in fig. 7-7. This includes the core language definition as well as libraries implemented

in the core language to model Go features. Each library has associated reasoning principles

verified in Coq.

GooseLang has a notion of “external” operations and state, which is generally instantiated

with a disk. The translator checks that the source package imports only one of the allowed

external imports, including through its transitive dependencies. It also supports code that uses

no external operations, translating it to a form that is itself parameterized, allowing the result

to be used as part of any other code.

7.9 Conclusion

Goose is an approach for verifying Go code. We define GooseLang as a model of Go and automat-

ically translate a subset of Go to this language. GooseLang comes with a number of reasoning

principles for handling features of Go. The benefit of this approach is the ability to write high-

performance code in a productive language, with convenient reasoning while verifying that

code. Several aspects of the design contribute to making the approach sound, ranging from

the subset of Go supported, to the design of GooseLang, and the use of standard Go tools for

analyzing the source code.

Our main use case for Goose for this thesis was to verify GoTxn, but the tool and approach

are more generally applicable, even without concurrency or crash-safety reasoning. These ideas

could also be productively applied to languages other than Go — I am personally excited about

the prospect of having a version for Rust.
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Implementation

This chapter describes some details of the DaisyNFS implementation. Implementation details

on the Perennial framework are given in section 3.6 and details on Goose are in section 7.8.

The implementation of DaisyNFS is split into several public code repositories:

• https://github.com/mit-pdos/daisy-nfsd builds the overall file-system binary. The

repository has the Dafny code and proofs. Most of the evaluation and benchmarking code

is also here.

• https://github.com/mit-pdos/go-journal has the Go code for GoTxn (the name is

a remnant from GoJournal, which was only a journaling system). This repository is just a

Go library, since the proofs are elsewhere.

• https://github.com/mit-pdos/go-nfsd is an unverified NFS server which we used to

evaluate GoJournal [13]. Some of the evaluation code relies on scripts here, even if not

comparing against this server.

• https://github.com/mit-pdos/perennial has the Perennial framework, GooseLang,

and GoTxn’s proofs. The repository also holds several other proofs built using Perennial

not described in this thesis.

• https://github.com/tchajed/goose has the Goose translator and some small Go sup-

port libraries, in particular the library that exposes the disk to verified code.

• https://github.com/tchajed/marshal is the code for a verified serialization library

used in GoTxn. The proofs are in the Perennial repository.

• https://github.com/zeldovich/go-rpcgen is a library for generating code from XDR

and SUN RPC specifications.

DaisyNFS has some unverified code wrapping the verified implementation of the NFS oper-

ations. This glue code uses go-rpcgen, a library that parses XDR struct definitions [28]; XDR

is a generic serialization protocol similar to protobuf, Cap’n Proto, or FlatBuffers. The XDR

code is unverified, but we did use fuzzing to test both memory safety and that deserialization is
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Lines of code Lines of proof Ratio
(Go) (Coq)

CIRCULAR 109 1,907 17×
WAL-STS 563 13,013 28×
WAL — 2,854 —
OBJ 250 4,467 18×
JRNL-STS 172 1,729 19×
JRNL — 1,616 —
LOCKMAP 118 1,778 15×
Misc. 211 1,707 8×
TXN 255 2,153 8×
Transaction refinement — 6,293 —
Simulation transfer — 1,854 —

GoTxn total 1,674 39,371 —

Figure 8-1: Lines of code and proof for the components of GoTxn. Ratio is the proof:code ratio,
a rough measure of verification overhead.

the inverse of serialization. We use XDR definitions for SUN RPC [89] and the NFSv3-specific

definitions from RFC 1813 [7].

The file-system code interacts with GoTxn via an axiomatized interface in Dafny that is

substituted with a real implementation that calls the GoTxn library. A similar approach is used

to represent Go byte slices.

Similar to VeriBetrKV [39], we followed a discipline of identifying and addressing timeouts

in the Dafny proofs. As a result, the overall build is fast: compiling the Dafny proofs takes only

12 minutes on a slow machine in continuous integration and 4 minutes on a laptop using eight

CPU cores.

GoTxn is implemented using fairly standard Go code. Goose imposes some restrictions, but

we nonetheless have fairly idiomatic code, split into modules and multiple files as expected.

One interesting library in GoTxn is its lockmap library, which logically implements per-address

locking but does not materialize all of these locks for better memory usage (this is similar to

Guava’s “striped” locking library [2]). The specification for the library mirrors the specification

for the usual locks, with a lock invariant associated with each possible address, hiding how the

data structure is implemented.

8.1 Lines of code

The lines of proof, code, and specification for the layers of GoTxn are summarized in fig. 8-

1. The GoTxn simulation transfer theorem’s proof is relatively large because code executed in
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proof code spec

GoTxn (Go + Coq) 39,371 1,674 932 (Thm 6.2)
File system (Dafny) 6,787 4,051 630 (Thm 6.3)
Trusted interfaces (Dafny) — — 558
daisy-nfsd unverified 1,144 —

Figure 8-2: Lines of proof, code, and trusted specification for DaisyNFS.

atomically blocks can include many Go operations modeled by Perennial, and the proof has cases

to handle each operation. However the result of the proof is a relatively concise specification as

a plain Coq statement that doesn’t refer to the Perennial logic.

The file-system operations are implemented in Dafny, which helped us verify a relatively

complete system without too much tedium. A breakdown of DaisyNFS’s lines of code is given

in fig. 8-2. The proof-to-code ratio (where code is the number of lines extracted by Dafny’s

/printMode:NoGhost flag) is about 2× for the file system code. The proof summarizes the imple-

mentation well, with about 6× fewer lines of specification as code (about half that specification

is quite verbose and concerns error codes and attributes). For efficiency, the Dafny code has

trusted interfaces to primitives like byte slices and integer-to-byte encoding. Together these are

written in 558 lines of trusted Dafny code. Finally, to complete the NFS server required around

1,000 lines of Go code, about half of which bridge between the Dafny method signatures and

the actual NFS structs.

8.2 Achieving good performance for DaisyNFS

An important aspect of the Dafny proof was to write code in a way that produces high-performance

Go code. Compared to Dafny’s C# backend, the generated Go code for Dafny’s built-in im-

mutable collections has much additional pointer indirection and defensive copying. Using these

data structures for byte sequences would simplify proofs, but has unacceptably poor perfor-

mance in Go.

To avoid this performance problem we use an axiomatized interface to Go byte slices ([]byte

in Go) whenever raw data is required, including file data and paths, and then modify these slices

in-place. It was possible to axiomatize this API without any changes to Dafny; we use a standard

Dafny feature of :extern classes to specify a Dafny class Bytes in terms of ghost state of type

seq<byte> but then implement it as in Go as a thin wrapper around the native []byte type. This

API is trusted, so we test it. To catch off-by-one errors in the specification, we wrote tests like

[]byte{1,2,3}[2] and ran them in Go and (equivalent) Dafny.

The on-disk data structures—inodes, indirect blocks, and directories—are represented in

memory in their serialized form and modified by updating this representation directly, a “zero-
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copy” implementation that avoids the cost of an extra memory copy between representations.

These were first written as ordinary parsers that produced immutable data structures, which was

then migrated to this more efficient implementation. The proofs for this code are ad-hoc rather

than a systematic; DaisyNFS only has a handful of formats which did not justify something more

general. There is interesting work on verified parsing with zero-copy support [91], albeit not in

Dafny.

Dafny’s default integer type int is unbounded and compiled to big-integer operations. We

used Dafny’s nativeType support to instead define a type of 64-bit integers (that is, natural

numbers less than 264) and compile this to Go’s uint64. This requires overflow reasoning, but

automation makes this palatable in the proof and the performance gain is significant.
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Evaluation

In this chapter we evaluate DaisyNFS and GoTxn in terms of performance (section 9.1), correct-

ness (section 9.2), and ease of change (section 9.3).

9.1 Performance

The first question answered by the evaluation is, can DaisyNFS and GoTxn achieve good per-

formance, compared to an unverified baseline? This section evaluates performance both with a

single and multiple clients.

9.1.1 Experimental setup

To evaluate the performance of DaisyNFS, we ran three benchmarks: the LFS smallfile and large-

file benchmarks, and a development workload that consists of git clone from a local repository

followed by running make. These are the same benchmarks used by DFSCQ [18] (a state-of-the

art sequential verified file system). As a baseline, this evaluation compares against a Linux

NFS server exporting the widely-used ext4 file system. The NFS server lets us compare fairly

since both go through the Linux NFS client and use the same underlying protocol. The ext4 file

system is run in the non-default data=journal mode, forces all data to go through the journal

and disables log-bypass writes, which gives the same crash-safety guarantees and makes the

designs more comparable. In its default data=orderedmode Linux achieves better performance

on some benchmarks but can lose recently written data if the system crashes; we also present

some results to show the benefit of providing this weaker guarantee.

All of these benchmarks were run using Linux 5.13, Dafny 3.5.0, Go 1.18.1 on an Amazon

EC2 i3.metal instance, which has two 36-core Xeon processors running at 2.7 GHz, 512 GB of

RAM, and a local 1.9 TB NVMe SSD. To reduce variability we use a bare-metal instance, limit
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experiments to a single 36-core socket, disable turbo boost, and disable processor sleep states;

the coefficient of variation for all experiments is under 5% so we omit error bars for visual clarity.

The evaluation uses three benchmarks, smallfile, largefile, and app, which test different

aspects of file system performance.

Smallfile. The smallfile benchmark is a metadata-heavy benchmark that repeatedly creates

a file, writes 100 bytes to it, calls fsync(), and then deletes the file. The performance reported

is the throughput in terms of files/s for this whole process. At the NFS level each iteration

results in four RPCs issued to the server: LOOKUP for the file being created (which fails), CREATE,

WRITE, and REMOVE. Because both DaisyNFS and the Linux NFS server run these same RPCs, the

comparison is meaningful.

The smallfile benchmark is also used to measure the scalability of the file system. We run

several concurrent clients, each repeatedly running the create-write-delete sequence above, for

several seconds, then report the aggregate throughput of all of these clients. A concurrent file

system should be able to process these RPCs simultaneously — concurrent threads have a chance

to prepare new transactions while the system is committing older transactions. Furthermore on

a physical disk the journaling for simultaneous operations can be combined (an optimization

called group commit), resulting in less I/O than separate commits.

Largefile. The largefile benchmark is a data-heavy benchmark that creates a file, then re-

peatedly appends to the file until it is 300 MB, and finally calls fsync() and closes the file. The

performance reported is the throughput in terms of MB/s for these appends. The Linux NFS

client buffers the entire append process until the final sync, at which point it issues the writes

in many chunks in parallel. This benchmark is challenging to support efficiently because the

writes at the NFS server do not come in order, so some are past the end of the file and then the

gap is filled in by later RPCs.

App. The application workload app consists of running git clone on the xv6 repository fol-

lowed by make. The main purpose of including this workload is to demonstrate that DaisyNFS

covers a useful range of the NFS interface, since git clone especially uses a wider mix of opera-

tions and arguments than the other benchmarks, and also that the file system implements these

operations efficiently enough to not slow down the workload. The performance reported for app

converts this latency to a throughput number “app/s” so that higher is better. The compilation

part of this workload does take about 1.2s, out of an overall build that typically takes about 2.5s

under Linux NFS, and this time is unaffected by the file system’s performance. The xv6 code

being compiled is an operating system, so building it requires running the usual development

tools—gcc, ld, ar—but also running dd to generate a kernel image.
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9.1.2 Single-client performance
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Figure 9-1: Performance of Linux NFS and DaisyNFS for smallfile, largefile, and app work-
loads, on an in-memory disk. DaisyNFS achieves comparable performance to Linux across these
benchmarks.

The first set of results are for the three benchmarks, run on an in-memory disk, all with

a single client. These benchmarks are challenging to support efficiently since an in-memory

disk means performance isn’t dominated by slow I/O, and a single client demands single-core

efficiency. The results are shown in fig. 9-1. DaisyNFS achieves comparable performance on

these benchmarks after implementing many optimizations (for example, parsing data structures

in-place) and features (for example, returning attributes to enable client-side caching). Both

CPU and I/O efficiency are important to get good performance.

DaisyNFS gets slightly lower throughput compared to Linux on the largefile benchmark.

The NFS client’s behavior on this benchmark means it issues writes past the end of the file;

the semantics of such a write are to fill the gap with zeros. DaisyNFS and Linux get good

performance despite this because they implicitly encode those zeros without even allocating a

block. This benchmark shows that GoTxn is good at handling concurrent, synchronous writes.

9.1.3 Scalability

The next experiment evaluates DaisyNFS’s scalability by measuring the throughput when clients

issue operations concurrently. The benchmark used is the smallfile benchmark with a varying

number of concurrent clients, all running in separate directories. Because this experiment runs

on a physical disk, other threads have a chance to prepare transactions while the transaction

system is committing to disk.

To evaluate the importance of DaisyNFS’s concurrency, we compare against two other con-

figurations of DaisyNFS with reduced concurrency. The “seq WAL” configuration adds locks to

the write-ahead log so that the disk operations that normally execute lock-free — installation,
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logging, and reading installed data — instead happen under the write-ahead log’s in-memory

lock. This permits transactions to execute concurrently while not accessing GoTxn but does not

allow any parallel disk access. The “seq txn” variant leaves the write-ahead log the same but

changes the per-address locking in GoTxn to a global transaction lock, preventing any transac-

tions from running concurrently but allowing concurrency between logging and installation in

the write-ahead log. Mark Theng came up with the idea of comparing to this seq txn variant in

his master’s thesis [93].
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Figure 9-2: Combined throughput of the smallfile microbenchmark, varying the number of
concurrent clients. DaisyNFS’s performance scales with the number of clients, but both even-
tually scale sub-linearly due to lock contention. DaisyNFS has a single lock that becomes con-
tended more quickly than the contention observed in Linux.

Scaling with number of clients. The scalability experiment varies the number of concurrent

smallfile clients, measuring the aggregate throughput of all of the clients. The results are shown

in fig. 9-2. Each data point is the result of running for 30 seconds. The graph shows that both

DaisyNFS and Linux achieve better performance as the number of clients increase, though Linux

has better scalability on this benchmark. The peak throughput of DaisyNFS is about 60% of the

throughput of Linux.

With a large number of clients, both file systems stop scaling due to lock contention; they

are neither I/O bottlenecked nor are they using the entire CPU. For example, with 30 clients

Linux uses only 19% CPU while DaisyNFS uses 19% in userspace and an additional 8% in the

kernel; both numbers include the cost of the NFS client, which runs in the kernel. We confirmed

that I/O is not a bottleneck with an analogous experiment run on an in-memory disk, whose

results are shown in fig. 9-3. DaisyNFS has a common lock for installing sub-block object writes

into a full block, which all operations go through to commit. The Go mutex profile points to this
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lock as being the biggest source of contention in DaisyNFS for both the NVMe and in-memory

benchmarks. The fact that scalability is limited by this common lock indicates the importance

of concurrency for performance.
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Figure 9-3: Scalability on the smallfile benchmark, running on an in-memory disk.

The DaisyNFS seq WAL and seq txn variants show even more clearly that concurrency is im-

portant for performance. In both configurations, throughput essentially doesn’t increase beyond

two clients. Going from one to two clients helps because even though in both of these configura-

tions the server cannot process more than one request at a time, performance improves slightly

with a second client since a request can be received while another is being processed.

Concurrency and log bypass for largefile. The final set of experiments aims to understand

the performance of DaisyNFS on the largefile and app benchmarks as well. We compare against

the same variants of DaisyNFS with reduced concurrency, as well as against Linux with its log-

bypass optimization (that is, mounting ext4 with its data=journal option). The results are

presented in fig. 9-4, on both an NVMe disk and an in-memory disk. The results for the NVMe

disk have most of the interesting trends, but there are a few interesting differences worth noting.

The smallfile-25 and smallfile-1 numbers repeat individual points from the fig. 9-2, but

presented as throughput relative to Linux so that it is easier to compare across file systems.

The smallfile-1 results shown here make it clearer that DaisyNFS has worse performance than

Linux with only a single client on a physical disk, even though performance is comparable with

an in-memory disk. This is due to less efficient I/O: from the output of blktrace, DaisyNFS issues

20 write requests per smallfile iteration whereas Linux only requires 6.5 writes on average; the

total I/O is also larger, 108KB vs 80KB; and Linux’s journaling design results in sequential writes

whereas DaisyNFS repeatedly writes to the same header blocks.
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(b) On an in-memory disk

Figure 9-4: Performance across various file-system configurations. The smallfile benchmark is
run with a single client (smallfile-1) and also with 25 parallel clients (smallfile-25). The
“log bypass” variant of Linux uses the data=ordered ext4 option to write data directly rather
than through the journal. The “seq txn” variant of DaisyNFS has a global transaction lock while
“seq WAL” adds additional locking to the write-ahead log.
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The smallfile-1 benchmark is interesting because the client issues a single operation at a

time, and yet seq WAL performs noticeably worse. This is because ordinarily the write-ahead

log parallelizes logging writes and installing them to the disk (rather than alternating between

logging and installation, as in seq WAL), and the disk is able to get better throughput by doing

these concurrently.

On the smallfile-25 benchmark DaisyNFS can coalesce concurrent operations and journal

them together to reduce total I/O. Unlike with smallfile-1, lock contention dominates I/O

performance so both file systems perform similarly between disk and memory (even in absolute

performance).

The largefile benchmark is interesting because the client issues many concurrent opera-

tions, but they all conflict since they write to the same file. Linux and DaisyNFS handle this

contention fine, still achieving good throughput given that all writes have to be written to both

the journal and data region in both systems. However, we can see that a global txn lock actu-

ally performs better than the per-address locking, showing a case where with enough conflicts

two-phase locking has some overhead compared to a simpler locking scheme. The seq WAL case

achieves lower performance for similar reasons to smallfile-1, since it again alternates logging

and installation rather than issues them concurrently.

The app benchmark is less heavy on writes, and its performance is barely affected by con-

currency in DaisyNFS.

Another comparison shown in the same figure is to Linux with its log bypass optimization

(the default data=ordered mode), where writes can be written directly to a file’s data blocks

rather than going through the journal. This optimization makes a difference only for asyn-

chronous (“unstable”) NFS writes, since synchronous writes are journaled even with this option.

The smallfile benchmark has only synchronous writes, so unsurprisingly performance is the

same, but on the largefile benchmark Linux with log bypass achieves 80% higher throughput.

An improvement of up to 2× better throughput is expected here since unlike in all the other

configurations, data writes are written only once rather than to both the journal and the data

region, and the actual benefit is high since the benchmark is dominated by disk writes. It’s worth

noting that even Linux does not saturate the disk, which can achieve 500 MB/s in sequential

write throughput, due to the overhead of running over NFS.

The log-bypass optimization has been verified in prior work on DFSCQ [18], a verified se-

quential file system. While the optimization is not out of reach for verification in Perennial, it

does break the GoTxn abstraction boundary, since log-bypass writes are not persisted together

with other writes in a transaction. What is much more achievable in our design is transactions

with asynchronous or deferred durability, where the writes are visible after commit but persisted

only later. This optimization does not make much difference for the largefile benchmark be-

cause the write size is large, but it is useful to combine several small writes in memory into one
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large transaction.

9.2 Testing the trusted code and spec

This section answers the question, what are the trusted (assumed correct) aspects of the DaisyNFS

correctness theorem? It also discusses what we did to use testing to improve confidence in these

components.

For the proof of theorem 6.1 to apply to the actual server, we trust that (1) the Dafny code is

a “safe” use of the transaction system, (2) sequential refinement is correctly encoded into Dafny,

(3) the libraries for Go primitives are correctly specified in Dafny, and (4) the unverified Go code

calling the Dafny methods and implementing the NFS wire protocol is correct. The user must

follow the assumed execution model and run initialization from an empty disk and recovery

after each boot. Finally, the disk needs to behave according to its assumed specification, which

requires that it preserve written data and not corrupt it.

Beyond satisfying this formal theorem statement, we want two more things from the imple-

mentation and specification: first that the specification as formalized actually reflects the RFC,

and second we would like DaisyNFS to be compatible with existing clients, including imple-

menting enough of the RFC’s functionality. These fall outside the scope of verification so we

cover them with testing.

To evaluate the file system’s correctness and compatibility as a whole, we mounted it using

the Linux NFS client and ran the fsstress and fsx-linux tests, two suites used for testing the Linux

kernel. In order to look for bugs in crash safety and recovery, we also ran CrashMonkey [69],

which found no bugs after running all supported 2-operation tests.

While other experiments in the evaluation interact with DaisyNFS via the Linux client, these

tests interact with the server directly from a hand-written client. That client is then tested with

symbolic execution. This testing produces a wider range of requests than are possible via the

Linux client. The process helped us find and fix several bugs in the unverified parts of DaisyNFS

and in the specification itself, which are reported in fig. 9-5.

Most of the bugs in unverified code were bugs in parsing and were readily caught by symbolic

execution. The bug when attempting to call REMOVE on a directory was a type-safety issue in an

untested code path, which was not caught statically due to limitations in the Go type system. The

concurrent write issue is a particularly interesting bug in unverified code. It only triggered when

using asynchronous writes (which are unverified), but the symptom was that git clone resulted

in incorrect data and git complained about consistency errors. The issue was that the unverified

code directly passed a byte slice with the WRITE data from the RPC library into DaisyNFS. This

buffer went through the entire stack and was eventually passed to GoTxn, which retains the

buffer. Unfortunately the RPC library also re-uses the buffers that hold network requests, and
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Bug Why?

XDR decoder for strings can allocate 232 bytes Unverified
File handle parser panics if wrong length Unverified
WRITE panics if not enough input bytes Unverified
Directory REMOVE panics in dynamic type cast Unverified
Panic on unexpected enum value Unverified
Concurrent writes can conflict Unverified
The names . and .. are allowed Not in RFC 1813
RENAME can create circular directories Not in RFC 1813
CREATE/MKDIR allow empty name Specification
Proof assumes caller provides bounded inode Specification
RENAME allows overwrite where spec does not Specification

Figure 9-5: Bugs found by testing at the NFS protocol level.

eventually the buffer was corrupted due to a concurrent request. We fixed the bug by copying

from the RPC before passing the buffer to the Dafny code. The subtle aspect of this bug is that it

is the ownership implicit in the Dafny specification that was violated by the surrounding code,

not a straightforward precondition. This was a tricky bug which Mark debugged; it helped to

focus on the unverified code, but the invariant that it violated was quite subtle.

Two of the specification bugs are particularly interesting. The bounded inode bug was due

to an ino argument of type Ino; this type is a Dafny subset type, thus adding an implicit pre-

condition that ino < NUM_INODES, which was violated by the (unverified) Go code. The fix we

implemented was to change the verified code to take a uint64 inode number and check the

bound in verified code. The RENAME bug was due to having an incomplete specification (and

implementation) that did not capture that RENAME should only overwrite when the source and

destination are compatible.

9.3 Incremental improvements

This section answers the question, how difficult was it to make improvements to the code and

update the proofs? Put more broadly, what is the experience of making incremental changes to

the proof?

DaisyNFS was implemented and verified over the course of three months by the thesis au-

thor, until it had support for enough of NFS to run. We added several features incrementally

after the initial prototype worked, both to improve performance and to support more functional-

ity. Some of the interesting changes are listed in fig. 9-6. To improve performance, we switched

to operating on the serialized representation of directories directly (decoding fields on demand

and encoding in-place) and then added multi-block directories. We added support for attributes
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so that the file system stores the mode, uid/gid, and modification timestamp for files and di-

rectories. Finally, we implemented the freeing plan described in section 6.5.1, which required

additional code through the whole stack (but by design no changes to the file-system invariant).

We believe additional features such as symbolic links could be added incrementally with modest

effort because of sequential reasoning and proof automation.

Feature Time Lines

In-place directory updates 2 days 600
Multi-block directories 5 days 800
NFS attributes 4 days 500
Freeing space (section 6.5.1) 3 days 1400

Figure 9-6: Incremental improvements to the file-system code were implemented quickly and
without much code (which includes both implementation and proof).

For the smallfile benchmark, it took some work to ensure that the Linux NFS client issued

exactly four RPCs per iteration. What this involved was returning the correct “weak cache-

consistency” data from all operations, so that the client reliably caches attribute information.

The RFC says these post-operation attributes are optional but encouraged for the server, but

without this information in practice the Linux client issues additional GETATTR and ACCESS RPCs

in every iteration of the benchmark, significantly slowing down DaisyNFS. A big part of the

performance improvement on this benchmark involved returning more attribute information (at

the same time we did expand the specifications to say the additional metadata is correct). These

improvements were carried out in many small steps, but they were similar to the incremental

improvements above in terms of taking a small amount of time and few changes to lines of

proof; most of the work went into figuring out what was missing in the implementation.

GoTxn had fewer incremental changes to the code and proof after its initial development.

Three changes are worth noting. First, the write-ahead log was split into three components:

the on-disk circular buffer, the in-memory data structure caching the log, and finally the rest

of the code integrating these components. This organization become clear while writing the

specification and thinking about the proof. The write-ahead log is the largest library in GoTxn,

with the largest lines of code even after splitting off these two data structures, so factoring its

complexity was essential to the proof. The second change was an optimization Mark Theng

made to improve performance. Formerly installation absorbed multiple writes to the same ad-

dress before installing, primarily as a way of simplifying the proof, but Mark found this hurt

performance since typically absorption had already occurred earlier, and the process had a non-

trivial CPU cost. He was able to eliminate it and fix the proof; notably this change incrementally

changed an already-complete proof. Finally, the transactional part of GoTxn implemented with

two-phase locking was a later idea, which pleasantly enough was verified on top of the existing
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lifting-based journaling specification without any changes to the underlying proof.
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Conclusion

This thesis describes an approach to verify software with a combination of concurrency in the im-

plementation and crash-safety guarantees. The approach is applied to the DaisyNFS file system.

The work spans from general verification foundations through the design and proof of the file

system itself. The foundations include Perennial, a program logic for crashes and concurrency,

and Goose, an approach for reasoning about Go code. DaisyNFS is designed around a veri-

fied transaction system called GoTxn, which makes it feasible to scale verification by enabling

sequential reasoning for the transactions that implement the file-system operations.

10.1 Lessons learned about verification

In the process of conducting this research, we made some broader observations about verifica-

tion that this section shares.

Verification helps discover accurate, precise specifications. Some systems are extremely

reliable, due to extensive testing, real-world usage, and development, but they still lack a clear

description of the interface exposed. The process of verification helps discover a precise, math-

ematical specification, and the proofs confirm that this specification is actually an accurate de-

scription of the implementation. Precise and accurate specifications are useful even for unver-

ified software. While documentation is a helpful form of informal specification, mathematical

specifications have the advantage of reducing ambiguity.

One example from the work in this thesis came up in the GoTxn write-ahead log specifica-

tion. When we came up with the idea of a history of multiwrites as the specification, we able

to explain absorption, where a value overwrites an older write that hasn’t been logged yet, as

an optimization and not a detail the caller should be concerned with. Merely writing down the

specification also helped clarify some of the internal invariants. Another example was some

155



Chapter 10. Conclusion

difficulty we ran into while interpreting the description of “weak-cache consistency (WCC)”

metadata in the NFS protocol. The RFC explains this aspect in several places and combines

describing what information should be returned, rationalizing the need for this feature, and de-

scribing how the client should use it. A mathematical description teases these apart so that the

first is formally described and the rest are commentary on top. The end result was quite simple:

the server should fetch and return the old attributes along with the post-operation attributes of

whatever file or directory the WCC data pertains to. Because these attributes include modifica-

tion timestamps, they permit the client to invalidate their local cache when the old timestamp

doesn’t match the client’s cached value.

Verification guides debugging. With a verified system, bugs are still inevitable since there

is unverified code surrounding the verified code, the assumptions of the proof can be violated,

and the specification can be wrong. However, an advantage of formal verification, particularly

fully machine-checked proofs, is that when bugs are discovered it’s safe to start debugging by

investigating the code outside the verification, including carefully looking at the specification.

We ran into several bugs while developing DaisyNFS; several are described in section 9.2. Some

were due to incorrect specifications; for example, at one point the CREATE and MKDIR specs did

not forbid empty names. Others were due to unverified code violating the assumptions in the

verified code.

Verification as an enabler. A real achievement for verification would be to use verification not

just as alternative to testing, but to build something with more daring optimizations, features,

or speed than would otherwise be possible. Storage systems that holds persistent state have

the potential to be just such an application. There aren’t that many widely-used file systems —

most people use one of ext4, btrfs, or XFS on Linux, NTFS on Windows, and APFS on macOS

— and new file systems are generally adopted slowly. APFS was surprising for having only a

3-year development period before Apple widely deployed it. Ext4 is the next newest of that list,

introduced in 2008 (by extending ext3, which was first released in 2001). Verification has the

potential to create a file system that is more rapidly adopted by virtue of its proof. This might

be especially applicable for some new hardware, like a file system for persistent memory or new

zoned storage (ZNS) SSDs.

While GoTxn and DaisyNFS don’t have any radical optimizations, this observation did come

up in our work. Making the logger and installer concurrent complicated the implementation

and informal reasoning, and verification gave confidence that this was implemented correctly.

Another example was the change Mark made to the installer, removing additional absorption;

normally such a change would be considered subtle and would require thinking carefully about

whether the code is still correct. Mark made the change and verified it within a couple weeks,
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and we could accept the new code readily once the proof was complete.

Choosing what to verify carefully. In prior work on verified file systems, we typically exposed

the file system via Filesystem in Userspace (FUSE). This path had two problems that switching

to NFS solved. First, FUSE can be inefficient [95], adding overhead before even getting to the

underlying file system’s performance. Second, the API that FUSE file systems implement is not

exactly the same as the POSIX or Linux APIs, so it can be challenging to know what the right

specification for the file system should be and how this relates to what clients observe.

The lesson we learned here is that it is important to carefully choose what part of the system

to verify, thinking about how it interfaces with the rest of the world. Both NFS and FUSE require

unverified code to take system calls and invoke the server or userspace file system respectively,

but NFS has the important advantage that the interface the server exposes is written down in

the form of an RFC.

10.2 Discussion

Memory safety at interface boundaries. A surprisingly difficult aspect of the proof was ad-

dressing memory safety considerations while describing interfaces. DaisyNFS has two important

interface boundaries, one between GooseLang and the disk, and another to describe the GoTxn

interface. Both APIs involve data in the form of byte slices. The challenging aspect of using

bytes in a method is specifying how ownership transfers. For example, the DiskWrite(a, v)

operation passes a buffer v to the disk. It could be that ownership of v needs to be transferred

to the disk, since it uses the buffer later, or that v should be read-only for the duration of the

call and ownership is returned to the caller, or that if v is permanently read-only the disk and

caller can share the buffer. It is important for the proof to be sound that the correct ownership

discipline is enforced.

Expressing ownership as a logical idea in the logic is relatively easy using separation logic,

but the semantics of DiskWrite(a, v) has to be given operationally and not just given as a

specification. In order to simplify expressing the ownership transfer, the GooseLang DiskRead

returns a freshly allocated buffer, but it would have been better for performance if the caller

supplied a buffer that the DiskRead filled (as in the usual read system call). Similarly, the GoTxn

interface to Dafny makes additional copies to simplify ownership reasoning, especially in the

transaction refinement proof. A better solution would have been to develop a specification style

for expressing ownership in the semantics of the operations themselves, along with associated

reasoning principles.

Rust would assist with better handling of ownership in interfaces, but does not completely

solve the problem. Where it would fit in is that if an interface makes assumptions about owner-

157



Chapter 10. Conclusion

ship transfer, Rust would help in enforcing those assumptions at compile time. It is convenient

for the verified code to know if ownership is violated before attempting a proof, but automatic

enforcement would be even more important for ensuring that the code calling into a verified

interface respects its ownership assumptions. What Rust doesn’t solve is that it is still necessary

to express ownership assumptions in the interface’s semantics, a challenge independent of the

implementation language.

Read-only sharing. Another challenge was reasoning about read-only sharing in the internals

of GoTxn. Changing data structures after they were written to support read-only sharing was

difficult, since every specification needs to incorporate fractional permissions. As a result read-

only locking in GoTxn would be challenging to retrofit support for, even though it might improve

read-read concurrency in GoTxn and DaisyNFS. This challenge also shows up in the data struc-

ture for the in-memory log, which needs to share read-only data blocks between threads issuing

reads to the write-ahead log, the logger thread, and the installer thread.

Modular proofs. Chapter 4 describes a style for specifying a library in Perennial. Modularity

was essential to enable the GoTxn proof. Better support for modularity, perhaps formalizing

some of the aspects of the specification style, would have more cleanly separated each library’s

proofs. Where this is particularly important is in making changes to the code that affect an

interface, in which case it can be difficult to tell from the code exactly what properties the caller

is assuming about the interface. The specification style was developed in parallel with all the

proofs, which means that proofs do not all follow the best practices developed along the way.

10.3 Future work

Apply the approach to the kernel. It would be interesting to port the Goose approach to Rust

or C and then apply it to code in the kernel. Go already gets good performance, but because it

has a runtime a Go library cannot be made to run in the kernel (an interesting exception is to

use Goose for Biscuit [24], an OS kernel written in Go). An important challenge for verifying

in-kernel code would be modeling the specifications, both those assumed by the verified code

and what is promised to the rest of the kernel. Since these are trusted specifications, it would

be interesting to more carefully validate them, perhaps with dynamic instrumentation.

Asynchronous model of the disk. The disk model in Goose assumes writes are durable as

soon as the write returns, but real disks typically buffer writes internally. Goose has a new

asynchronous disk model, and it would be good future work to port GoTxn to this new model.

158



10.3. Future work

Above the write-ahead log this should have no effect on the specifications. Going beyond asyn-

chronous durability, it would also be interesting to model a different interface entirely like that

of libaio where requests are submitted to a queue and completions are delivered separately.

Improve the write-ahead log. After implementing GoTxn, we made relatively few changes,

as reported in section 9.3. Several improvements to the write-ahead log would be interesting

to make, which were challenging due to the complexity of the existing proof.

First, it would be worth experimenting to see if the proof of installation could be separated

from the rest of the proof. The important task would be identifying the right specification for

the logging code which is enough to reason about the combination of installation and logging.

Second, due to the future dependency in the write-ahead log’s Read (described in sec-

tion 5.6.1), it is specified as two separate operations; it would be interesting to add prophecy

variables to Perennial, similar to the Iris implementation [51], and give Read a single linearizable

specification.

Finally, the write-ahead log uses physical logging where all updates represent full-block

overwrites. It would be interesting to add more sophisticated operations like sub-block updates

that are natively supported by the write-ahead log (rather than by the layer above). More

ambitiously, it would be interesting to verify logical logging where updates represent high-level

operations like a file write. Logical logging would require a more sophisticated specification

and proof because the write-ahead log’s entries would be interpreted by the caller, resulting in a

higher-order specification where the caller passes a function which might need to be run during

recovery, and multiple times.

Verify a file system directly on top of GoJournal. Dafny allows the DaisyNFS proof to take

advantage of automation that is enabled by sequential reasoning. It would be interesting to

do a direct comparison against a proof in Perennial where due to ownership the proofs would

still require only sequential reasoning. The GoJournal paper reports verifying a subset of a

file system directly [13], but we never attempted to apply the approach to a full-fledged file

system. What would be especially interesting is if the Perennial proof started with the Dafny

proof’s structure and invariants; perhaps these invariants (developed under the constraints of

Dafny and for automation-friendliness) would also be useful in an interactive theorem proving

setting.

Do more with the NFS specification. The NFS specification for DaisyNFS is hand-written

and integrated with the code. It would be an interesting project in its own right to turn this

into a complete, well-tested formalization of the RFC. For example, the Dafny specification

could make a serious attempt to capture all the non-determinism allowed by the RFC. As a
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standalone artifact the specification could also be used to test servers (comparing to the allowed

behaviors). An executable version of the specification, even if inefficient and not durable, would

be valuable to test the specification itself and explore what clients do when faced with different

server behavior.
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